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Dedication

Every human is unique, and their health and well-being must be assured with self-care under the supervision of healthcare pro-

fessionals who now have easy access to use Biomedical engineering tools based on artificial intelligence models for better

understanding of day-to-day pattern changes in their patients, and obtain measurable values for more precise feedback and rec-

ommend appropriate advice and support for staying healthy.

This book is dedicated to all those who face human illness, diseases, and disorders. These three can be defined as

follows:

� Human illness is defined as body damage that needs to be cured such as infections, injuries, cells degeneration.
� Human diseases can be defined as states or reactions that must be managed, for example, pain, discomfort, weak-

ness, and fatigue, and
� Human disorders can be defined as function abnormalities that must be treated such as physical, mental, genetic,

emotional/behavioral, and functionals.

The complexity for the kind of analysis needed is bondless and can only be analyzed through the combination of

multidisciplinary sciences such as Biomedical Engineering, Cognitive Science, and Computer science and applying dif-

ferent Artificial Intelligent and cognitive models.

Helping to find better solutions that affect human health,

so that all can have a better, more productively, and enjoyable world!

Jorge Garza-Ulloa
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Foreword

This book focuses on the relationships between three dif-

ferent multidisciplinary engineering branches: Biomedical

Engineering, Cognitive Science, and Computer Science

through different Artificial Intelligence models in order to

analyze human illness, diseases, and disorders, with spe-

cial emphasis on the mental processes of the information

during cognition when disorders of neurologic diseases

are present in the human body, with the purpose of evalu-

ating their nonmotors symptoms that will help find solu-

tions for treatments, follow-ups, and, as a consequence,

improve their quality of life.

Jorge Garza-Ulloa
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Preface

This book Applied Biomedical Engineering Using

Artificial Intelligence and Cognitive Models aims to help

people understand the importance of applying artificial

intelligence (AI) and cognitive models following the

development of mathematical models to be applied to

many illnesses, diseases, and injuries with a special focus

on nonmotor aspects of neurologic disease process using

a biomedical engineering dataset to be analyzed, pro-

cessed, classified, and predicted and obtain many AI mod-

els to help in the developing of solutions that can be

implemented in a standalone way or in revolutionaries

new frameworks as the Proposed General Architecture

framework of a Cognitive Computing Agents System (AI-

CCAS) with special emphasis in their relationship with

neuroscience of reasoning based on Cognitive Learning

and Reasoning (CL&R) using Cognitive Computing (CC).

This book has seven chapters, covering the following

topics:

Chapter 1, Biomedical Engineering and the
Evolution of Artificial Intelligence

A study of the interactions on different injuries, ill-

nesses, and diseases with special emphasis in Neurology

with Cognitive Science in Biomedical Engineering solu-

tions based on the evolution of AI through machine learn-

ing (ML), deep learning (DL), and CC. Provides an

introduction to the general framework architecture for AI-

CC Agent Systems (AI-CCAS) to help in the detection of

cognitive human-like abilities with the objective of devel-

oping AI methods for medicine and healthcare through

the analysis of numeric data, images, speech, and text to

help in the detection and diagnosis of illness or determine

health conditions, with special emphasis on neurologic

diseases.

Chapter 2, Introduction to Cognitive Science,
Cognitive Computing, and Human Cognitive Relation to
Help in the solution of AI Biomedical Engineering
Problems

Provides an introduction for the analysis of bodily

injuries, diseases, and neurological disorders separated

basically as motors symptoms (related to movement disor-

ders) and nonmotor symptoms (related to cognition and

not related to movement disorders). “Human Cognitive

Developmental Stages” and their relation to neurons and

neural pathways. These include Cognition and its integra-

tion with multidiscipline sciences, Natural Language

Processing applications, NLP Text to speech, NLP

Speech to Text, Audio Labeler for ML, and NLP analysis

for Sentiment, Emotion, Keywords, Entities, Categories,

Concept and Semantic Roles with MATLABs and API

as a set of functions and procedures allowing the creation

of applications that access the features or data of an oper-

ating system, application, or other services through IBM

Cloud services.

Some examples and exercises for NLP Topics are in

this chapter:

� Theorical example of Bag of words NLP method (see

example 2.1)
� NLP Topic Models between a blog with a patient with

neurologic disease and a researcher (see Research

2.1)
� NLP audio files with MATLAB (see example in

Section 2.6.3)
� NLP Text to Speech using MATLAB (see example in

Section 2.6.4)
� NLP text to Speech as action generation using

MATLAB (see example in Research 2.3)
� NLP text to Speech as action generation using

MATLAB and IBM Cloud API (see example in

Research 2.4)
� Creating more IBM Cloud API services and testing

them using from command lines with curl as an open

software (see example at Research 2.5)
� And others

Chapter 3, Artificial Intelligence Models Applied to
Biomedical Engineering

Provides an introduction for applying AI algorithms to

resolve biomedical engineering problems through

xv



evolutionary algorithms using the evolution of the spe-

cies, trying to emulate the natural evolution as Genetic

Algorithms, Swarm Algorithms, traditional search meth-

ods, optimization of numeric value problems in 2D and

3D, visual analysis of Biomedical Engineering datasets of

different diseases from different Bioinstruments to ana-

lyze the relationship between their attributes and applying

AI tools.

Examples and tutorials in MATLAB and IBM Watson

Studio SPSS Model Flow as

� Genetic Algorithm to deduct items in a bag from a list

that recommends taking to the hospital when a patient

will stay for a month (see example in Research 3.1

and 3.2)
� Analysis and optimization of 2D data values from

Body measurement of nerve contractions applying

MATLAB (see example in Research 3.3)
� Analysis and optimization of 3D data values from the

center of mass of an upper extremity—right arm move-

ment from a patient applying MATLAB (see example

in Research 3.4)
� Diabetes analysis using IBM Watson using SPSS

Modeler Flow (see example in Research 3.5)
� And others

Chapter 4, Machine Learning Models Applied to
Biomedical Engineering

ML is presented as a subset of AI following the steps

to obtain a prediction model based on pattern recognition

in data using clustering, classifiers, and regression mod-

els. Advice was given as to how to follow, select, find,

and implement the best ML models, according to the type

of ML problem. Generally, this can be unsupervised

learning, supervised learning, reinforcement learning, sur-

vival models, association rules, and others. A study is pre-

sented of different the ML Models Families applying

IBM Watson SPSS Modeler Flow/IBM Watson Machine

Learning applications and MATLAB ML solution under

the Statistics and Machine Learning Toolbox with

research tutorial examples to analyses and obtain predic-

tion models for different biomedical datasets as:

� K-Means ML Model for Diabetes using IBM Watson

SPSS Modeler Flow (see example in Research 4.1)
� Decision Tree ML Model for Heart disease using IBM

Watson SPSS Modeler Flow (see Research Tutorial

4.2)
� Kidney disease ML Auto Classifiers Models and

deploy the best model using IBM Watson SPSS

Modeler Flow (see Research Tutorial 4.3)
� Breast cancer ML model and deploy the best model

using IBM Watson AutoAI experimenter (see

Research Tutorial 4.4)
� And others

Chapter 5, Deep Learning Models Principles Applied
to Biomedical Engineering

The underlying principle of DL is composed of neural

networks inspired by the biological elements that form

the human brain, as a collection of nodes emulating brain

neurons, and their neuronal synapse connections as pri-

mary elements of a net, that combined form mid-level ele-

ments identified as artificial neural networks (ANNs),

which in turn are combined with different architectures to

form more complex networks. In this book, ANN is orga-

nized based on their architectural type, and the way of

their different components are connected to define the

specific learning goal as different types as Feed Forward

Neural Network, Backpropagation Neural Networks,

Recurrent Neural Networks, Memory Augmented Neural

Networks, Modular Neural Networks, and Evolutionary

Neural Networks.

The first two ANN types studied in this chapter are

Perceptron (P), Multi-Layer Perceptron’s (MLP), Radial

Basis Function Network (RBF), Probabilistic Neural net-

work (PNN), Extreme Learning Machine (ELM), Auto

Encoders (AE), Variational Auto Encoder (VAE), Denoising

Auto Encoder (DAE), Sparse Auto Encoder (SAE) &

Stacked Auto Encoders, Deep Convolution Network (DCN),

Deconvolutional Network (DN), Deep Convolutional

Inverse Graphics Network (DCIGN), Generative

Adversarial Network (GAN), Deep Residual Network

(DRN), plus family nets under Shallow Neural Network, and

the special kind of net learning known as Transfer Learning

from Pretrained Deep Learning Networks.

All based on examples and practical research on

Biomedical Engineering using existing AI tools from

MATLAB and IBM Watson Studio with research tutorial

examples to analyses and obtain prediction models for

different biomedical datasets as:

� Blood pressure reading using MLP
� Heart rhythm analysis using RFB
� Types of flu classification using PNN
� Diabetes value prediction using ELM
� Human body fat estimation under FFN
� Diabetes readings clustering for consecutives visits

using Self-Organizing MAP (SOM)
� Ground reaction vertical forces using Neural Network

for Dynamic Time series (NARX)
� X-rays images reconstructions using AE
� Classify Mammograms standard views types under

Pretrained DCN
� Classify Mammograms view type and suggest breast

abnormalities as possible breast tumor under modifi-

cation of a pretrained DCN
� Classify Cervical X-rays view types using a custom

DCN
� And many others
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Chapter 6, Deep Learning Models Evolution Applied
to Biomedical Engineering

In this chapter, we focus on studying Deep Learning

Models Evolution that combine mid-level elements with

different connections. ANN forms more complex network

family types organized as Recurrent Neural Networks,

Memory Augmented Neural Networks, Modular Neural

Networks and Evolutionary Neural Networks.

The ANN studied in this chapter are Vanilla Recurrent

Neural Network (RNN), Long Short-Term Memory

(LSTM), Gated Recurrent Unit (GRU), Recurrent

Convolutional Neural Networks (RCNN), Regional-

Convolutional Neural Network (R-CNN), Hopfield

Network (HN), Boltzmann Machine (BM), Restricted

Boltzmann Machine (RBM), Liquid State Machine

(LSM), Echo State Network (ESN), Korhonen Network

(KN) also known as the Self-Organizing Map (SOM),

Neural Turning Machine (NTM), Differentiable Neural

Computers (DNC), Deep Belief Network (DBN), Capsule

Networks (CapsNet), Attention Network (AN), and

others.

Many research examples are explained to be applied

to Biomedical Engineering solutions as:

� Classify videos based on human body movements for

human falls detection using LSMT
� Classification for object detection of breast tumor in

mammogram using R-CNN
� Reconstruct noisy chest X-rays images using HN
� Reconstruct noisy chest X-rays images using RBM
� Differentiate normal and pneumonia on chest X-rays

using Reservoir Computing approach for a simulation

of LSM based on node-neurons from Spiking Neural

Networks (SNN)
� Analysis for COVID-19 respiratory transmission simu-

lation droplets/mini-droplets emissions simulating an

NTM based recursive function
� Analyze and differentiate normal and pneumonia chest

X-rays using DBN
� And many others

Chapter 7, Cognitive Learning and Reasoning
Models Applied to Biomedical Engineering

In this chapter, we will focus on many prestudies and

preanalyses of different Biomedical Engineering problems

that need to be developed with specialized research pro-

jects applying the CL&R algorithm, that can be integrated

into the Proposed General Architecture framework of a

Cognitive Computing Agents System (AI-CCAS) with

special emphasis of Cognitive Learning and its relation-

ship with the neuroscience of reasoning using CL&R

under CC. The complexity of the analysis needed is bond-

less, and only be analyzed through the multidisciplinary

sciences, where interactions of science as biomedical engi-

neering, neurology, cognitive sciences, and computer

science using tools with exponential technologies such as

AI and others through its continuous exponential evolution

that includes ML, DL, and CC. With the main purpose of

obtaining useful AI models that can help analyze human

health problems. Now is the time and place to apply them

and many others in research challenge projects.

The AI cognitive models to be used for the AI-CCAS

are studied in this chapter are: inference engine to extract

the information needed from knowledge storage AI stor-

age; Attention Network for NLP applying LSTM model

to process information extracted by the AI-CCAS infer-

ence engine; CL&R using deductive reasoning, inductive

reasoning, abductive reasoning, metaphoric reasoning,

neuro-fuzzy logic reasoning, visuospatial relational rea-

soning, inferences fuzzy systems for fuzzy reasoning,

cognitive sentiments analysis, reasoning evaluation for

neurologic diseases, and others.

Many research examples are explained to be applied

to Biomedical Engineering solutions for this chapter as:

� Extract text information about COVID-19 (SARS-

COVS-2) symptoms to develop the phenomenon

fuzzy sets criteria to define the fuzzy input variables

needed for the appropriate fuzzy rules in the inference

engine
� Classify text of COVID-19 (SARS-COVS-2) symptoms

extracted from the AI-CCAS inference engine using

AN for NLP applying LSTM
� Abdominal body pain analysis to deduct cholecystitis

applying inductive reasoning—causal arguments—

inference of abduction
� Reasoning to be healthy applying abductive reason-

ing—causal arguments�backward chaining
� Deduct abnormal body temperatures applying abduc-

tive reasoning—causal arguments—paradigm case-

based
� Reasoning to deduct if the patient has “flu” or

“COVID-19” applying Abductive reasoning—Causal

arguments—Generative coherence metric
� The impossible of reasoning for medical diagnosis of

Parkinson’s disease applying Abductive Reasoning—

causal arguments (cause � effect)
� Metaphor inference reasoning to find behavior simi-

larities between cancer and COVID-19 by a metaphor
� Fuzzy Mamdani-type inference and/or Sugeno-type

inference for a liquid medicine for control cough in

patients
� Deductive reasoning evaluation for neurologic dis-

eases patients using NLP under CC
� Cognitive sentiments analysis for neurologic diseases

that affect mood changes applying NLP with CC

applying CNN-NLP model
� Linguistic Neuro-Fuzzing Modeling to analyze breast

cancer tumor
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� Challenge research to develop applications for

Applied Biomedical Engineering using AI and

Cognitive Models learned in this book
� Challenge research project #1: Inductive Reasoning

AI evaluation test for neurologic diseases patients

under CL&R applying CC
� Challenge research project #2: Abducting

Reasoning using AI evaluation tests for patients

under CL&R applying CC
� Challenge research project #3: Metaphoric reason-

ing for clinical diagnosis using CL&R applying CC
� Challenge research project #4: Neurologic � evalu-

ating anxiety in neurologic diseases using

Cognitive Therapy Theory using CL&R with CC
� Challenge research project #5: Analyze Neurologic

opinion words with positive and negative fre-

quently used to describe patient’s behavior with

the symptoms labeled

� Challenge research project #6: Classify status of

neurologic disease patients analyzing their images,

movements in real-time video, and speech
� Challenge research project #7: Human voice cogni-

tive analysis for cognitive services as voice therapy
� Challenge research project #8: Cognitive

Behavioral Therapy applying Cognitive Learning

and its relationship with neuroscience of reasoning

proposed as CL&R
� Challenge research project #9: Detection of "prefa-

tigue/fatigue by stress and anxiety
� Top Challenge research project #10: Building a

Cognitive health Dashboard

Book companion website with MATLAB(R)

/IBM Watson examples and dataset used in the

book: https://www.elsevier.com/books-and-jour-

nals/book-companion/9780128207185.
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Chapter 1

Biomedical engineering and the evolution
of artificial intelligence

1.1 Introduction

This book, “Applied Biomedical Engineering Using

Artificial Intelligence and Cognitive Models,” focuses on

the relationship between three different multidisciplinary

engineering branches: “Biomedical Engineering,”

“Cognitive Science,” and “Computer Science through

Artificial Intelligent models,” which includes “Machine

Learning,” “Deep Learning,” and “Cognitive Computing,”

to study how the nervous and musculoskeletal systems

obey movement orders, with the goal of the understanding

and obtainment of “AI models” of how information is

mentally processed during “cognition” when injuries, ill-

ness, and/or neurologic diseases are present in the human

body and affect the human body. Each of the multidisci-

plinary studies in this book is defined as the interaction

between them as indicated in Fig. 1.1:

� Biomedical engineering (BME) as the application of

engineering principles and design concepts to medi-

cine and biology for healthcare purposes (e.g., analy-

sis, diagnostic, confirmation, therapeutics).
� Cognitive science (CoSi) is the interdisciplinary scien-

tific study of the mind and its processes. It examines

the nature, tasks, and the functions of human cognition

as the process of acquiring knowledge and understand-

ing through thought, experience, and the senses.
� Computer science (CS) is the scientific and practical

approach to computation using algorithms as a self-

contained sequence of actions to be performed as

calculation, data processing, and automated reasoning.

In this book the study of “Artificial Intelligence (AI)”

is focused on the imitation of intelligent human behav-

ior by a machine applying software algorithms to

develop models based on “Machine Learning,” “Deep

Learning,” and “Cognitive Computing.” Each is

described as follows:

x Machine Learning (ML) is a subset of “AI” that

evolved from the study of pattern recognition and

computational learning theory.

x Deep Learning (DL) is another subset of “AI” and

a special type of “ML” that simulates the neurons

and synapses of the human brain in its approach to

processing data.

x Cognitive Computing (CC) is a subfield of “AI”

that allow us to analyze human cognition to repre-

sent the process studied in “Cognitive Science.”

“Cognitive Technology or Cognitive computing”

helps humans take better decisions with the help of

smart machines based on cognitive science that

studies the human brain and how it functions.

“CC” has also self-learning algorithms and lan-

guage tools; they rely on “data mining,” “pattern

recognition,” “Natural Language Processing” and

others tools to collect information to feed them-

selves, and computer systems based on cognitive

data, that can understand natural language and

interact with humans in a more natural way, with

the ability of these systems to understand, hold

firmly, and reason the collected information.

The interactions of these three multidisciplines with

“Neurology”—a branch of medicine that studies disorders

and diseases of the nervous system including “central

FIGURE 1.1 The interaction of Biomedical Engineering, Cognitive

Science, and Computer Science, which includes Artificial Intelligence

AI, Machine Learning ML, Deep Learning DL, and Cognitive

Computing CC, can be used for analysis detection, classification, and

forecast of neurologic diseases.
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nervous system (brain and spinal cord),” and “peripheral

nervous system”—are studied in this book, with the main

objective being the obtainment of “AI models on

Biomedical Engineering,” especially with regard to inju-

ries and neurologic diseases of the human body, and

studying diseases of the brain, spine, and the nerves that

connect them and the musculoskeletal system. Based on

the fact that there are more than 600 diseases of the ner-

vous system, such as brain tumors, epilepsy, Parkinson’s

disease, and stroke, these diseases affect also the human

“cognitive system” that sends orders from the “central

nervous system (CNS)” through the “peripheral nervous

systems (PNS)” to do tasks using the musculoskeletal

system and the way of reasoning. These actions can

be detected by many “Bioinstruments (Biomedical

Instruments)” and “cognitive data” allowing us to apply

“AI using ML-DL-CC models*” through algorithms to

analyze, detect, classify, and forecast the process of dif-

ferent illnesses and injuries of the human body.

Note*: Examples and exercises Artificial Intelligence

using ML-DL-CC models are based on algorithms devel-

oped under MATLAB and IBM Watson Studio.

Important: The new concept for “Cognitive Learning and its

relationship with neuroscience of reasoning proposed as

Cognitive Learning-Reasoning (CL&R) using Cognitive

Computing (CC)” is studied in Chapter 7, Cognitive

Learning and Reasoning Models Applied to Biomedical

Engineering, with many research examples and challenges

for research to resolve.

1.2 Biomedical engineering

“Biomedical Engineering (BME)” is defined as the appli-

cation of engineering principles and design concepts to

medicine and biology for healthcare purposes [1]. “BME”

covers the gap between engineering and medicine, com-

bining the design and problem-solving skills of engineer-

ing with medical and biological science to advance

healthcare treatment, including diagnosis, monitoring, and

therapy. “BME” has recently emerged as its own study,

arising from many other engineering fields. Such an

evolution is common from being an interdisciplinary

specialization among already established fields, to being

considered a field in itself.

Much of the work of “BME” consists of research

and development, spanning a wide area of subfields.

Prominent biomedical engineering applications include

the development of biocompatible prostheses, many

diagnostics, and therapeutic medical devices ranging

from clinical equipment to microimplants, common

imaging equipment such as “magnetic resonance imag-

ing (MRI)” and “Electroencephalography (EEG),”

regenerative tissue growth, pharmaceutical drugs, thera-

peutic biologicals, and many more that are developed

every day. “BME” is a multidisciplinary field that has

a lot of subfields such as *Bioinformatics,

Biomechanics, Biomaterials, Biomedical optics, Tissue

engineering, Neural engineering, Pharmaceutical engi-

neering, Clinical Engineering, Rehabilitation engineer-

ing, and Medical devices.

In all subfields of “BME” it is necessary to simulate

the behavior of specific cases to understand them, and if

it is possible to resolve these complex problems through

the application of Artificial Intelligence models and

achieve solutions for different purposes, such as confirm

diagnoses, predict evolution, and many more.

Note*: For more information on Biomedical Engineering

subfields, please read Chapter 1 of my book: “Applied

Biomechatronics Using Mathematical Models” [2].

1.2.1 Main purposes of AI in biomedical

engineering

The purpose of “AI in healthcare” is the use of “AI algo-

rithms” to approximate human cognition in the analysis of

multiple medical data through “AI models.” Recent tech-

nological AI advances are transforming medical science

and evolving biology through “AI systems and AI applica-

tions of Biomedical Engineering” with other multidisci-

plinary fields, such as healthcare, bioclinical, medical

informatics, bioinformatics, medical data mining, medical

systems using automated reasoning and Meta-reasoning,

drug discovery, intelligent analysis of genomic and prote-

omic data, biomedical ontologies, medical imaging, and

many other areas.

� “Healthcare using artificial Intelligence” has the

objectives of finding and applying efficient algorithms

for analyzing the relationship between prevention,

treatment, and patient outcomes. AI helps healthcare

in many different processes, such as management,

clinical decision support systems, knowledge acquisi-

tion, and analysis of different illness and diseases, by

applying “AI algorithms.”
� “Bioclinical uses computational intelligence (CI),”

where “Bioclinical” is a specialty in clinical trials that

accelerates the development of new medical therapies,

and “CI” is the theory, design application, and devel-

opment of biological and linguistic paradigms using

“AI algorithms,” encompassing computing paradigms

like ambient intelligence, artificial life, cultural learn-

ing, artificial endocrine networks, social reasoning,

and artificial hormone networks. Besides, “CI” plays

a major role in developing successful intelligent
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systems, including games and cognitive developmental

systems [3].
� “Medical informatics” is the intersection of “information

science,” “computer science,” and “healthcare.” This

field deals with the resources, devices, and methods

required to optimize the acquisition, storage, retrieval,

and use of information in health and biomedicine.
� “Bioinformatics” is an interdisciplinary field combin-

ing “biology,” “computer science,” “information engi-

neering,” “mathematics and statistics” to analyze and

interpret biological data. “Bioinformatics scientists”

design and apply the computer systems and databases

used to organize and analyze large amounts of geno-

mic, pharmacological, and other biological data.
� “Medical data mining” is the analysis of large datasets

to discover patterns and use those patterns to forecast

or predict the likelihood of future events, thus helping

the healthcare industry to develop health systems to

systematically use data and analytics to identify ineffi-

ciencies and best practices that improve care and

reduce costs. The analytics can be “descriptive (what

happened),” “predictive (what will happen),” and

“prescriptive (determine what to do)” [4].
� “Automated reasoning and Meta-reasoning” are

applied in “biomedical engineering.”

x “Automated reasoning” is an area of “computer sci-

ence,” “cognitive science,” and “mathematical

logic” dedicated to understanding different aspects

of reasoning. The study of automated reasoning

helps to produce computer programs that allow

computers to reason completely, or nearly

completely, automatically.

x “Meta-reasoning is the reasoning about reasoning”

[5]. In a computer system, this means that the system

is able to reason about its own operation. This is dif-

ferent from performing object-level reasoning, which

refers in some way to entities external to the system.

A system capable of meta-reasoning may be able to

reflect, or introspect, that is, to shift from meta-

reasoning to object-level reasoning and vice versa.
� “Drug discovery.” “AI” has the potential to stimulate

and streamline drug discovery and development by

increasing our understanding of complex biology, such

as guide drug design, aggregate and synthesize infor-

mation, understand mechanisms of disease, establish

biomarkers, generate data and models, repurpose exist-

ing drugs, generate novel drug candidates, and other

research phases.
� “Intelligent analysis of genomic and proteomic data.”

“Genomics” can be broadly defined as the systematic

study of genes, their functions, and their interactions.

Analogously, “proteomics” is the study of proteins,

protein complexes, their localization, their interac-

tions, and posttranslational modifications [6].

� “Biomedical ontologies.” In the “postgenomic era,”

“biomedical ontologies” are becoming increasingly

popular in the computational biology community as

the focus of biology has started to shift from mapping

genomes to analyzing the vast amount of information

resulting from functional genomics research. In fact,

biomedical ontologies play a central role in integrating

the information about various model organisms,

acquired under different conditions, and stored in het-

erogeneous databases [7].
� “Medical imaging” is the technique and process of

creating visual representations of the interior of a body

for clinical analysis and medical intervention, as well

as visual representation of the function of some organs

or tissues (physiology). “Medical imaging” seeks to

reveal internal structures hidden by the skin and bones,

as well as to diagnose and treat disease. it is part of

biological imaging and incorporates radiology, which

uses the imaging technologies of X-ray radiography,

magnetic resonance imaging, medical ultrasonography

or ultrasound, endoscopy, elastography, tactile imag-

ing, thermography, medical photography, and nuclear

medicine functional imaging techniques, such as posi-

tron emission tomography (PET) and single-photon

emission computed tomography (SPECT).
� Many others AI biomedical subfields.

1.2.2 AI and biomedical engineering help in

medical education

Classically, a “physician” is defined as a professional

who possesses special knowledge and skills derived from

rigorous education, training, and experience [8], in other

words “medical education remains based on information

acquisition and application.” Currently, the amount of

available medical knowledge now exceeds the organizing

capacity of the human mind [9]. In addition, the skills

required of practicing physicians will increase in two

areas [10]: “Collaborating with and managing Artificial

Intelligence (AI) applications, and the need for more

sophisticated mathematical understanding.”

� “Collaborating with and managing Artificial

Intelligence (AI) applications” that aggregate vast

amounts of data, generate diagnostic and treatment

recommendations, and assign confidence ratings to

those recommendations [11]. Then, the long-standing

approach of basing diagnostic or treatment choices on

the “average patient” in a large population is no lon-

ger precise enough to meet the standards of personal-

ized medicine. As a result, treatments for patients with

different physical, cultural, and genetic attributes will

vary in personalized medicine.
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� “The need for more sophisticated mathematical under-

standing” is driven by the analytics of precision and

personalized medicine generated by AI. The ability to

correctly interpret probabilities requires mathematical

sophistication in stochastic processes, something cur-

rent medical curricula address inadequately.

Biomedical Engineering and AI can help to manage the

medical information that grows constantly by developing

more efficient algorithms, easy to use medical devices and

medical applications with the goals of help physicians to:
� Focus on “knowledge capture, not knowledge retention.”
� Facilitate collaboration with and management of

information.
� Enable simpler ways to understand probabilities and

how to apply them for AI clinical decisions.

These AI systems and their applications are developed

by applying many different algorithms, such as “Genetic

algorithms,” “Bayesian models,” “Machine Learning,”

“Deep Learning Artificial Neural Networks,” “Expert

Systems,” “Fuzzy Logic,” and many more “AI methods”

that are explained in this book, but a continuous learning

attitude is recommended in order to try to stay up-to-date

in these “exponential technologies.”

1.3 Artificial intelligence

“Artificial intelligence (AI)” is an area of computer sci-

ence that emphasizes the creation of intelligent machines

that work and react like the human brain. In other words,

“AI” is any software process that enable machines to

“mimic human intelligence” through computer systems.

These processes include “learning,” “reasoning,” and

“self-correction.”

� “Learning” is based on the acquisition of information

and rules created for using the information.
� “Reasoning” is the application of rules to reach an

approximation of a conclusion.
� “Self-correction” is achieved when the acquainted

information grows, and the process adjusts the rules

continually in a circular way of learning and reasoning

to achieve a better approximation of the conclusion.

1.3.1 Turing test/Turing machine

The term “Artificial Intelligence” was created by John

McCarthy in 1956 when he held the first academic con-

ference on this subject [12]. “AI” was documented by

Alan Turing in his paper: “Computing Machinery and

Intelligence,” which opened the door to this field with the

notion of machines being able to simulate human beings

and their ability to do intelligent things, such as play

chess, analysis, classification, prediction, etc. Turing then

went on to propose a method for evaluating whether

machines can think, which came to be known as the

“Turing Test,” as a central and long-term goal for “AI

research.” Will we ever be able to build a computer that

can sufficiently imitate a human to the point where a sus-

picious judge cannot tell the difference between human

and machine?

Alan Turing worked on the problem to help define a

system for identifying which statements could be proven.

In the process, he proposed the “Turing Machine” con-

cept, and in a research paper he defined a “computing

machine” with the ability to read and write symbols to a

tape using those symbols to execute an algorithm [13].

This paper and the “Turing Machine” provided the basis

for the “theory of computation.” Initially it looked to be

difficult but possible if hardware technology reached a

certain point, only to reveal itself to be far more compli-

cated than initially thought with progress slowing to the

point where some wonder if it will ever be reached.

Despite decades of research and great technological

advances the “Turing test” still sets a goal that “AI

researchers” strive toward while finding along the way

how much further we are from realizing it.

“A complete AI system must think and act humanly,

think and act rationally,” as indicated in Fig. 1.2. The AI

system can be tested with the following steps:

� “Think humanly” can be reached by going inside the

actual working of human minds through introspection,

trying to catch our own thoughts, and psychological

experiments.

� “Act humanly” can be tested using the “Turing Test”

approach based on a smart system that possesses the

following capabilities: “Natural Language Processing,”

“Knowledge Representation,” “Automated Reasoning,”

and “Machine Learning.”

x “Natural Language Processing (NLP)” to enable it

to communicate successfully in English and/or

other human languages.

x “Knowledge Representation” to store what it is

learning, reasoning, sensing, seeing, or hearing.

x “Automated Reasoning” is the ability to use the

stored information to answer questions and draw

new conclusions,

x “Machine Learning (ML)” adapts to new circum-

stances and can detect and extrapolate patterns.

“ML” can be defined as an application of

“artificial intelligence (AI)” that provides systems

the ability to automatically learn and improve from

experience without being explicitly programmed.
� Think rationally can be resolved by “the laws of

thought” based on the three fundamental “laws of
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logic”: “contradiction,” “exclude the middle,” and

“the principle of identity” [14].

x “Law of contradiction” establishes that for all pro-

positions “p,” it is impossible for both “p” and

“not p” to be “true,” as shown in Eq. (1.1).

Law of contradiction:B p�Bpð Þ;
in which B means ‘‘not’’ and ‘‘�’’

means ‘‘logic AND function�’’:

(1.1)

Note*: Logic AND function states that two or

more events must occur together and at the same

time for an output action to occur.
x “Law to exclude middle” establishes that either “p”

or “Bp” must be “true,” there being no third or

middle true proposition between them, as repre-

sented in Eq. (1.2).

Law to exclude middle : p3Bp;

in which 3 means ‘‘Logical OR function�’’
(1.2)

Note*: Logic OR function states that an output

action will become TRUE if either one “OR” more

events are TRUE, but the order at which they occur

is unimportant as it does not affect the final result.

x “Law of principle of identity” asserts that a thing is

identical with itself, as indicated in

Law of principle of identity: ð’xÞðx5 xÞ;
in which ’ means ‘‘for every’’;

or simply that ‘‘x is x’’:

(1.3)

� “Act rationally” can be based on the “rational agent

theory”; a rational agent can be anything that makes

decisions, typically a person, firm, machine, or soft-

ware. “Rational agents” are also studied in the fields

of “cognitive science (study of thought, learning, and

mental organization),” ethics, and philosophy, includ-

ing the philosophy of practical reason.

To study Artificial Intelligence, we must assume theoreti-

cally its main goal:

“A complete AI system that must think and act humanly,

think and act rationally, can be created and being tested.”

1.3.2 Basic types of AI systems based on

capabilities

Today “AI” covers a broader area of “computer science”

that makes systems or machines seem like they have

human intelligence based on the following actions: when

a machine can solve problems, complete a task, or exhibit

other cognitive functions that humans can, then we refer

to it as having “artificial intelligence.”

Actually, “AI” is something that we have to deal with

every day in different application, such as e-mail communi-

cations, social media, web searching, stores and services,

transportation, businesses, manufacturing, domestic appli-

ances, and thousands more services and applications. We

are in front of real “exponential AI technology” that is

changing the world, and we must understand the advantages

of using “AI and learn to differentiate between the possible

types of AI based on capabilities,” which can be identified

on three different levels as “Weak or Narrow AI,” “General

AI,” and “strong AI,” as indicated in Fig. 1.2.

FIGURE 1.2 AI types based on Capabilities and Functionality.
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� “Weak or Narrow AI, also known as Artificial Narrow

Intelligence (ANI).” This type of AI enables a system

to perform a dedicated task with intelligence, these

days it is the most common available “AI system.” It is

a kind of “AI” that cannot perform beyond its field or

limitations, and it is only trained for one specific task

and can fail in unpredictable ways if it goes beyond its

limits, for example:

x “Virtual assistant or AI assistant are ANI applica-

tions” based on computer programs that understand

“natural language voice commands and complete

tasks,” such as Apple Siri, Amazon Alexa, Google

Assistant, Cortana and others. All of them process

the human language then enter the information into

a search engine and return to us with the results;

they operate with a limited predefined range of

functions. This can be tested when we make an

abstract question like the meaning of life, which is

why sometimes we get vague responses that often

do not make any sense or we get the links to exist-

ing articles in the web.

x “IBM’s Watson supercomputer.” This is another

example of an ANI machine that uses an expert

system approach combined with Machine learning

(ML) and Natural language processing (NLP).

x Self-driving cars or autonomous cars are a special

kind of “ANI application” made up of controls

from “multiple Narrow AI systems working

together,” to analyze in real time signals from dif-

ferent types of sensors, cameras, radar, and com-

munications, thus enabling the vehicle to see,

think, and make fast decisions.

x Other examples are computer games (e.g., chess),

purchasing suggestions on “e-commerce,” “speech

recognition,” “image recognition,” and many more

applications identified as “ANI.”
� “General AI also known as Artificial General

Intelligence (AGI)” is a type of intelligence that per-

forms any intellectual task with human-like efficiency;

the idea is to have smarter systems that think like a

human on their own. Currently, there is no such exist-

ing system that can perform any task as perfectly as a

human; commonly they do only one AI specialized task

without specialized human thinking and deduction func-

tions. An “AGI system” will be not easy to replicate in

machines using actual technology, because an “AGI

system” must be based on the following human facts:

x “Humans have the ability to think abstractly, strat-

egize, understand, and express beliefs” or attitudes

based on our thoughts and memories to make deci-

sions or to come up with other creative ideas.

x “Humans are sentient creatures with the capacity

to feel, perceive, or experience subjectively.”

x “Humans have the abilities to plan, learn, reason,

integrate prior knowledge, solve problems, make

judgements under uncertainty, be innovative, be

imaginative and creative.”

x “Human have consciousness, the fact of awareness

by the mind of itself and the world.”
� “Super or strong AI also known as Artificial Super

Intelligence (ASI)” is applied to a level of Intelligence

of systems/machines that could surpass the human

intelligence, and they could perform any task better

than a human with cognitive properties. Some keys for

this hypothetical concept of “Strong AI” include the

ability to think, reason, make judgments, plan, learn,

and communicate on their own. The concept of the

“ASI system” is based on:

x “An imaginary supersystem/computer that will

surpass human intelligence in all aspects,” from

creativity, to general wisdom, to problem-

solving.

x “A hypothetical superagent that possesses intelli-

gence far surpassing the brightest and most gifted

human minds.”

One breakthrough example of “AI systems trying

to behave as an AGI system” was the development

of the computer program: AlphaGo [15], although it

was designed only to play Go. “Go” is an abstract strat-

egy board game for two players invented in China more

than 3000 years ago, in which the rules are simple:

� Players take turns to place black or white stones on a

board of 193 19;
� The objective is to try to capture the opponent’s

stones; or
� Surround empty space to make points of territory.

“Go” is a game of profound complexity, there are

10170possible board configurations, making “Go a googol

(1:03 10100) times more complex than chess.” “AlphaGo”

was initially trained on thousands of human amateur and

professional games to learn how to play “Go,” but the

version “AlphaGo Zero” learned to play the game of Go

simply by playing games against itself. In other words

“AlphaGo Zero” became its own teacher by applying

“Reinforcement Learning algorithms,” starting from

completely random play; it was trained without any

human interference such as input data or labels. In doing

so, it surpassed the performance of all previous versions,

including those which beat the World Go Champions Lee

Sedol and Ke Jie, becoming arguably the strongest Go

player of all time.

In my modest opinion:

� Currently, scientists are far away from building a Strong

AI, but worldwide researchers are continuously creating

AI systems based on complex single or multiple Narrow

AI systems. They are trying to develop General AI

(Continued )
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(Continued)

systems, but, based on the resources needed that are

not yet available today, this is going to take time, but

how long is the big question.
� Humans have a special and nonreproducible gift

from God; dimensionless from �infinity to 1 infinity,

abstractness, creativeness, kindness, spirituality that

cannot be reached, which can be defined as “ASI.”

Nevertheless, there is the danger with “AI,” that it can

handle our daily activities, important decisions, and

may cause more damage to us if we were to apply poor

judgments when using and applying AI systems in

applications that can control us and guide us, leading

to the loss of the great meaning of our lives.

1.3.3 Basic types of AI systems based on

functionality

Another way of recognizing the “AI types is based on

their functionality,” as shown bottom right in Fig. 1.2.

These are: Reactive Machines, Limited Memory, Theory

of Mind, and Self-Awareness [16]. Where:

� “Reactive Machines” type systems are a simple type of

“AI,” which does not have the ability to form memories

or to use experience to take a decision. “Reactive

machines” have an intelligence that only perceives the

world directly and acts on what it sees; they cannot

function beyond the specific task for which they were

designed. These machines will behave exactly the same

way every time they encounter the same situation [17].

One example is the “Deep Blue IBM’s chess-playing

supercomputer,” as indicated in Fig. 1.3. Deep Blue

beat the world grandmaster Garry Kasparov in the late

1990. “Deep Blue” can identify the pieces on a chess

board and know each move. It can make predictions

about what moves might be next for it and its opponent.

And it can choose the most optimal moves from among

the possibilities. But it does not have any concept of

the past, nor any memory of what has happened before.

Apart from a rarely used chess-specific rule against

repeating the same move three times, “Deep Blue”

ignores everything before the present moment.
� “Limited Memory” type AI systems can store past

experiences or some data for a limited short period of

time and apply them to a preprogrammed representa-

tion of their surrounding environment. For example,

self-driving cars can store the recent speed of nearby

cars, the distance of other cars, the speed limit, and

other information to navigate the road. These observa-

tions are added to the “self-driving cars” prepro-

grammed representations of the world, which also

include lane markings, traffic lights, and other impor-

tant elements like curves in the road. They are

included when the car decides when to change lanes to

avoid cutting off another driver or being hit by a

nearby car. But these simple pieces of information

about the past are only transient. They are not saved

as part of the car’s library of experience from which it

can learn, the way human drivers compile experience

over years behind the wheel.
� “Theory of Mind” type AI systems will be the

machines based on psychology concepts for

FIGURE 1.3 Artificial Intelligence evolution includes ML, ML includes DL, DL includes CC (or CL).
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understanding people, creatures, and objects in the

world, which can have thoughts and emotions that

affect their own behavior. If this kind of AI systems is

designed to walk around us, and have thoughts, feel-

ings, and expectations for how we should be treated,

they will have the capability to adjust their behavior

according to each situation.
� “Self-Awareness” type of AI systems will be the

machines that form representations of themselves and

have consciousness as an extension of the “theory of

mind types.” Conscious beings will be aware of them-

selves, know about their internal states, and will be

able to predict the feelings of others.

Currently, Reactive Machines and Limited Memory AI types

have achieved success, whereas researchers around the

world are working on “Theory of Mind and Self-Awareness

machines AI types.” However, the most successful projects

are based on the integration of many AI technologies, that

is, projects melding humans and AI machines and other

revolutionary concepts.

1.3.4 AI technology evolution

We can detect that the “AI technology evolution” is on

its way and growing, based on the availability of

resources needed for its evolution, as indicated in

Fig. 1.3. Each AI technology can be seen as a set of algo-

rithms that give a smart system a special way of behav-

ing; these are AI, ML, DL, CC, and others. Where each

can be defined as:

� “Artificial intelligence (AI)” is an area of “computer

science” that emphasizes the creation of intelligent

machines that work and react like humans.

The algorithms for AI models are studied in this book in

Chapter 3, Artificial Intelligence Models Applied to

Biomedical Engineering. In the application of AI, algo-

rithms are directed to resolve Biomedical Engineering

problems through “Evolutionary Algorithms” that emu-

late natural evolution, such as “Genetic Algorithms,”

“Swarm Algorithms,” “traditional search methods,”

“optimization of numeric value problems in 2D and

3D,” and “visual analysis of Biomedical Engineering

datasets of different diseases from different

Bioinstruments to analyze relation between their attri-

butes” by applying “AI tools.” There are examples and

tutorials in MATLAB and IBM Watson Studio SPSS

Model Flow.

� “Machine Learning” is a subset of “AI,” and it defined

as the scientific study of algorithms and statistical

models that computer systems use in order to perform a

specific task effectively without having to use explicit

instructions, relying on patterns and inference.

The algorithms for ML models are studied in this book

in Chapter 4, Machine Learning Models Applied to

Biomedical Engineering. “Machine Learning” is studied

as a subset of “AI” following the steps to obtain a “pre-

diction model” based on “pattern recognition” in data

using: “clustering,” “classifiers” and “regression” models.

Some advice to apply the most appropriated “ML

Model,” is to pre-analyze the actual problem to resolve

and deduct which type of machine learning fit best for

the answer needed. Generally, it is based on under-

standing very well the different between ML types avail-

able as “Unsupervised Learning,” “Supervised

Learning,” “Reinforcement Learning,” “Survival Models,”

“Association Rules,” and others. The study of different

“ML Models Families” in this book are based on avail-

able ML models from “IBM Watson SPSS Modeler Flow/

IBM Watson Machine Learning applications” and

“MATLAB ML solution under the Statistics and Machine

Learning Toolbox” , applied in research tutorial exam-

ples to be analyzed with the purpose of obtain predic-

tion AI models for different biomedical datasets as:

“Heart diseases,” “Kidney diseases,” “Breast cancers,”

and “Diabetes Mellitus.”

� “Deep Learning (DL)” is a subset of “ML,” and it

is defined as the algorithms inspired by the structure

and function of the “human brain,” such as the

“Artificial Neural Networks (ANN)” that are designed

to recognize patterns that are represented by numeric

vectors that represent images, sound, text, or time

series.

The algorithms for DL models are studied in this book in

Chapter 5, Deep Learning Models Principles Applied to

Biomedical Engineering and in chapter 6, Deep Learning

Models Evolution Applied to Biomedical Engineering.
� Chapter 5, Deep Learning Models Principles Applied

to Biomedical Engineering. The underlying principle

of “Deep Learning” is a compositional nature of

“neural network” inspired by the biological elements

that forms the “human brain,” as a collection of

“nodes” emulating “brain neurons,” and their “neu-

ron synapses connections as primary elements of a

net, that combine to form mid-level elements identi-

fied as “Artificial Neural Networks (ANN),” which in

turn are combined with different architectures to

form more complex networks. In this book “ANN”

are organized based on their architectural type, and

the way their different components are connected

to one another define the specific learning goal with

(Continued )
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different types such as “Feed Forward Neural

Network,” “Backpropagation Neural Networks,”

“Recurrent Neural Networks,” “Memory Augmented

Neural Networks,” “Modular Neural Networks,” and

“Evolutive Neural Networks.” The first two “ANN

types” are studied in this chapter along with a general

net “Shallow Neural Network” and a special kind of

learning known as “Transfer Learning from pretrained

Deep Learning Networks.” All are based on examples

and practical research of Biomedical Engineering

using existing “AI tools” from: “MATLAB and “IBM

Watson Studio.”
� Chapter 6, Deep Learning Models Evolution Applied

to Biomedical Engineering. This chapter focuses on the

study of “Deep Learning Models Evolution” which

combines mid-level elements with different connec-

tions of “ANN” to form more complex networks types,

such as “Recurrent Neural Networks,” “Memory

Augmented Neural Networks,” “Modular Neural

Networks,” and “Evolutive Neural Networks.” Many

research examples are explained in this chapter

applied to Biomedical Engineering solutions.

� Cognitive Computing (CC) or Cognitive Learning

(CL) is special applications that are implemented using

any combination of “AI” technologies to build “cogni-

tive models” that “mimic human thought” processes

using “NLP,” “handwriting recognition,” “face identi-

fication,” “behavioral pattern determination” and

other special algorithms, such as “sentiment analysis.”

“CC” is used to assist humans in their decision-

making process and in this book are proposed as meth-

ods to evaluate “human cognitive status.”

Note*: In the rest of this book, the term “Cognitive

Computing abbreviated CC” is synonymous with

“Cognitive Learning abbreviated CL”.

The algorithms for CC models are studied in this book in

Chapter 2, Introduction to Cognitive Science, Cognitive

Computing, and Human Cognitive Relation to Help in

the Solution of AI Biomedical Engineering Problems,

and Chapter 7, Cognitive Learning and Reasoning

Models Applied to Biomedical Engineering.
� Chapter 2, Introduction to Cognitive Science,

Cognitive Computing, and Human Cognitive Relation

to Help in the Solution of AI Biomedical Engineering

Problems. This chapter introduces the analysis for

“nonmotor symptoms (related to cognition and no

related to movement disorders)”; “Human cognitive

development stages” and their relation to “brain neu-

rons and neural pathways”; “Cognition and its

(Continued )

(Continued)

integration with multidiscipline sciences.” “Natural

Language Processing applications,” examples and/or

exercise for NLP Topics, Audio Labeler for Machine

Learning, NLP Text to speech, NLP Speech to Text,

NLP analysis for: Sentiment, Emotion, Keywords,

Entities, Categories, Concept and Semantic Roles with

MATLAB and API as a set of functions and procedures

allowing the creation of applications that access the

features or data of an operating system, application, or

other service through IBM Cloud services.
� Chapter 7, Cognitive Learning and Reasoning Models

Applied to Biomedical Engineering. In this chapter

we focus on many “prestudies and preanalysis of dif-

ferent Biomedical Engineering problems that need to

be develop with specialized research projects apply-

ing Cognitive Learning and Reasoning (CL&R) algo-

rithm, that can be integrated to the Proposed General

Architecture framework of a Cognitive Computing

Agents System (AI-CCAS)” with special emphasis on

“Cognitive Learning and its relationship with neurosci-

ence of reasoning proposed as CL&R using CC.” In

this book, we have studied many interactions of dif-

ferent human illness, diseases, and disorders, where

“human illness” is defined as body damage that needs

to be cured, such as infections, injuries, cells degen-

eration, etc.; “human diseases” are defined as states

or reactions that must be managed, such as pain, dis-

comfort, weakness, fatigue, etc.; and “human disor-

ders” are defined as functions or abnormalities that

must be treated, such as physical, mental, genetic,

emotional/behavioral, and functional disorders. The

complexity for the analysis needed is boundless and

can only be analyzed through the multidisciplinary

sciences, where interactions of science such as “bio-

medical engineering,” “neurology,” “cognitive

sciences” and “computer science” using tools with

“exponential technologies” such as AI and others

through “continuous exponential evolution” that

includes ML, DL, and CC. The main purpose is

obtaining useful “AI models” that can help analyze to

human health problems. Now it is the time to apply

them and many others in research projects.

In summary, we can deduce that in general terms:

“CC is a subset of DL,”and “DL is a subset of ML,” and

“ML is a subset of AI,” as shown in Eq. (1.4).

AI subsets : CC D DL D MLD AI

where Dmeans a subset
(1.4)

If Artificial Intelligence is any system/machine/computer

program that can imitate intelligent human behavior, then

all CC applications are AI, but not all AI are CC.
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1.3.5 AI in industries

“AI” is revolutionizing almost all industries to enhance

their business like never before with thousands of “AI ser-

vices” and “AI products.” Some are manufacturing, sup-

ply chain, human resources, customer services, marketing,

advertising, building management, automotive, agricul-

ture, and medicine:

� “Manufacturing processes” always can be improved

by applying “AI technologies”; even when machines

do some of the labor, by analyzing continuously many

issues, such as predictive and preventive maintenance,

enhancing testing machines and robot manufacturing

effectiveness, quality management, mass customiza-

tion, and many more processes. Currently, “Industry

4.0*” is a name given to the idea of smart factories

where machines are augmented with web connectivity

and connected to a system that can visualize the entire

production chain and make decisions on their own.

The trend is toward automation and data exchange in

manufacturing technologies which currently include:

“Cyber-Physical Systems (CPS),” “Internet of things

(IoT),” “Industrial Internet of Things (IIOT),” “Cloud

Computing” [18], and others,

Note*: Industry 4.0 is also referred to as the fourth

industrial revolution [19].

� “Supply Chain processes” have numerous uncontrolla-

ble factors, such as weather, delivery delays,

unstable suppliers, and others that can create issues for

an entire company. Due to large amounts of informa-

tion needing to be processed at any given time, AI

technologies can analyze, detect, and give faster and

better solutions. Currently, some “AI supply” chain

solutions are already revolutionizing, such as “IBM

Watson Supply,” “Watson supply chain Insight,” and

others.
� “Human Resources Processes” can be improved using

“AI technologies,” such as reviewing hundreds of

resumes a day, analyzing and creating scores for each

candidate to facilitate the hiring decision based on up-

to-date statistical facts, and removing the possibility of

bias. Currently, there are AI solutions, such as “IBM

Watson Recruitment,” “IBM Watson Career Coach,”

and others.
� “Customer Services processes” can be improved by

gathering and analyzing a company’s data from vari-

ous sources and the previous cases and issues, with the

objective of enriching and efficient interactions with

customers. Currently, “AI solutions” for this industry

are “Watson Discovery for Salesforce,” “Zendesk,”

and others.
� “Marketing processes” can be improved by under-

standing and predicting how a customer behaves when

shopping and give smart recommendations for target

audiences. Currently, “AI solutions” for this industry

are “IBM Marketing Solutions,” “IBM Watson

Marketing Insights,” and others
� “Advertising process” can be improved by utilizing

dynamic creative tools that are aware of the weather,

time of day, location, consumer behavior, etc., to

deliver personalized ads to customers. Currently, “AI

solutions” are “Google advertising,” “IBM Watson

Advertising,” and others.
� “Building Management” can be improved by analyzing

how the buildings are operating with sensors that give

the information in real time, reducing maintenance

costs, improving safety, increasing sustainability, and

optimizing their functionality. Currently, “AI solutions”

are “IBM IoT Building Insights,” and others.
� “Automotive industry” can be improved with “IoT sen-

sors” that report vehicle issues in real time, analyzing

and taking actions as quickly as possible for a more

efficient behavior of the transportation vehicle.

Currently “AI solutions” for this industry are “IBM

Watson IoT,” “IBM Watson Assistant for Automotive,”

and others.
� “Agriculture processes” can be improved by creating

an electronic field record with up-to-date data, such as

weather with satellite image or drones, soil reading,

crop health analysis to take actions for crop protection,

higher-quality crops to help eradicate extreme poverty

and hunger in the world. Currently “AI solutions” for

this industry are “Watson Decision Platform for

Agriculture” and others.
� “Medicine and healthcare” also always need to

improve processes by applying “AI Technologies” for

resources for hospitals, clinics, doctors, researches,

patients, consumers, etc. Some examples are:

x leverage data: analyzing data and making cross-

references with previous cases and studies;

x optimizing collaboration: sequencing of the human

genome with partnerships with diagnostics labs

and research centers;

x human resources: optimizing care programs by

increasing coordination, detecting inefficient pro-

cesses, defining priorities on value-based health-

care; and

x many more processes.

This book focuses on AI applied in Biomedical Engineering

and the fields/subfields involved, such as medicine, biology,

healthcare services, and related fields, with the purpose

of obtaining models for analysis, classification, forecasts; to

be used to confirm diagnostics and therapeutics, making

special emphasis in neurologic diseases with nonmotor

symptoms.
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1.4 Machine learning

As shown in Fig. 1.2, and stated in Eq. (1.4), “ML” is a sub-

set of “AI” that provides systems with the ability to automat-

ically learn and improve from experience without being

explicitly programmed. We can differentiate “AI” and “ML”:

� “AI” is a broader concept of machines that are being

to carry out smart tasks,
� “ML” is a subset of “AI” that gives machines access to

data and let them learn from themselves.

“ML” are machines that learn for themselves from the

data history. “ML” has as a primary objective the discovery

of patterns in the data, to create a model that is useful for

taking decisions from the data. “ML algorithms” build a

mathematical model based on “training data” from sample

data, to make predictions or decisions without being explic-

itly programmed to perform the task [20]. “ML” is a branch

of “computer science” and applies multidisciplinary fields

and different processes to reach its objectives, these are:

“statistics,” “computational statistics,” “databases,” “know

discovery database,” “data mining,” “mathematical optimi-

zation,” “exploratory data analysis,” and others, where:

� “Statistics” is the science of collecting and analyzing

numerical data in large quantities, especially for the

purpose of inferring proportions in a whole from those

in a representative sample.
� “Computational statistics (also known as statistical

computing)” is the area of computational science spe-

cifically dedicated to the study of the mathematical

science of statistics. It is the interface between statis-

tics and computer science.
� “Database” is an organized collection of data. It is the

collection of schemas, tables, queries, reports, views,

and other objects. The data are typically organized to

model aspects of reality in a way that supports pro-

cesses requiring find information.

� “Data mining” has the goal of extracting information

using intelligent methods from a large dataset to dis-

cover patterns and useful knowledge.

� “Know discovery database (KDD)” is the process of

discovering useful knowledge from databases. It is a

data mining technique that includes data preparation

and selection, data cleansing, incorporating prior

knowledge on datasets and interpreting accurate solu-

tions from the observed results.

� “Mathematical optimization or mathematical program-

ming” is the selection of a best element from some set

of available alternatives.

� “Exploratory data analysis (EDA)” is a statistics

approach to analyzing datasets to summarize

their main characteristics, often with visual methods.

A statistical model can be used or not, but primarily

“EDA” is for seeing what the data can tell us

beyond the formal modeling or hypothesis testing

task.

“It is very important to point out that this book makes fre-

quently uses of these multidiscipline fields to reach the

objectives of “Artificial Intelligence”; the magic of “AI” is

based specially on “mathematics” that is used to define

each “AI model,” “statistics” that help in the criteria for vali-

date if a model is accepted or not, and “data mining” to

extract important information from the databases.”

1.4.1 ML seven specific steps

“ML” has seven general steps to achieve its goal of

obtaining a valid model for prediction. These steps are

shown in Fig. 1.4 and they are: “data collection,” “data

preparation and exploration,” “feature engineering,”

“model selection,” “model training,” “model evaluation,”

and “model prediction and deployment.”

FIGURE 1.4 Machine Learning—seven gen-

eral steps for an AI model to achieve

predictions.
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1.4.1.1 Step 1) Data collection

“Data collection” is very important because the quantity

and quality of the data dictate how accurate the model

will be. “Data collection” is made under two terms: data

schema and semantic types, where:

� “Data schema” is a structure for organizing the data.

It defines both the data contents and relationships.

The most common data schemas formats are “csv” as

comma-separated values are tabular data such as

spreadsheet or database, and “json” as JavaScript

Object Notation is a lightweight data-interchange for-

mat, it is used primarily to transmit data between a

server and web application, as an alternative to XML.
� “Semantic types” are the labels that are specified for

each column of the data in tabular form, that is,

Address, Name, Phone, Income, etc.

Note*: “Precollected data” can be used too for this

step of data collection, these are “web sources datasets,”

such as “Kaggle,” an open datasets web platform for

data science at https://www.kaggle.com, “UCI Machine

Learning Repository” in https://archive.ics.uci.edu/mL/

datasets.php, and others.

1.4.1.2 Step 2) Data preparation and
exploration
� “Data preparation” is the cleaning of data collected by

applying the following substeps: clean-tools to remove

duplicates, correct errors, deal with missing values, nor-

malization, data type conversions, etc., and randomize

data, which erases the effects of the particular order in

which the data are collected and/or otherwise prepared.
� “Data exploration,” is a very important tool for avoid-

ing “AI bias”; where, “AI bias” is a phenomenon that

occurs when an algorithm produces results that are

systematically prejudiced due to erroneous assump-

tions in the ML process. Some of the tools are:

x statistical tools for the measuring of tendency, dis-

persion, and shape, such as mean, median, standard

deviation, variance, skewness, kurtosis, etc.;

x correlation to help detect relevant relationships

between variables or class imbalances, between

variables; and

x visualizing of the data distribution plots as histo-

grams, boxplots, bar plots, etc.

1.4.1.3 Step 3) Feature engineering

“Feature engineering consists of:

� Feature selection includes the deletion of noisy or

irrelevant attributes;
� Determining which features are more relevant and

even creating new features;

� Applying dimensionality reduction using special tools,

such as Principal Component Analysis (PCA);
� Finally, splitting the dataset into training and evalua-

tion sets. The training set is used to build a model,

while the evaluation set is used to validate the model

built. “It is important to not include the same data

points of the training set in the test (evaluation) set.”

1.4.1.4 Step 4) Model selection

Model selection refers to the selection of the best algo-

rithm and the platform, which could be “open source lan-

guage,” “high-performance language,” or “special AI

cloud applications,” where:

� “Open source language,” such as “Python language,”

a free AI and general-purpose programming language,

or “R language” a free AI data-statistical analysis pro-

gramming language.
� “High-performance language,” such as MATLAB,

Lisp, Prolog, and others.
� “Special AI cloud applications,” such as the IBM

Cloud Watson computer and others.

The algorithm to select depends on the type of

machine learning problem, generally this can be

“Supervised Learning,” “Unsupervised Learning,”

“Reinforcement Learning,” “Survival Models,” and

“Association Rules,” where each type is as follows:

� “Unsupervised Learning” is used when the data does

not include the result for each case, meaning that that

the ground truths are unknown. These unsupervised

algorithms can find patterns in a stream of inputs.

Some commons algorithms are based on the “cluster-

ing technique,” such as “k-means,” “k-modes,” “k-

prototypes,” “DBScan,” “Expectation Maximization,”

and others.

x “k-means clustering” is an “ML-Unsupervised

Learning algorithm” that uses “vector quantization”

and obtains “k clusters” in which each observation

belongs to the cluster with the nearest mean.

x “k-modes clustering” is an “ML-Unsupervised

Learning algorithm” that uses “modes”: where

“modes” means having highest frequency, instead

of means to form clusters of categorical data. In

other words, “k-modes algorithm” distance is mea-

sured by the number of common categorical attri-

butes shared by the two data points.

x “k-prototypes” is an “ML-Unsupervised Learning

algorithm,” which is the simple combination of “k-

means and k-modes” in clustering mixed attributes

of numerical and categorical values.

x “DBScan” is an “ML-Unsupervised Learning algo-

rithm” for “Density-Based Spatial clustering” of

applications with noise. “DBScan” is one of the
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algorithms in which a density-based clustering

method is used to detect outliers.

x “Expectation maximization” is an “ML-

Unsupervised Learning algorithm” that uses an

iterative method to “find maximum likelihood or

maximum a posteriori (MAP) estimates of para-

meters in statistical models,” where the model

depends on unobserved latent variables.

x “Recommendation systems” is an “ML-

Unsupervised Learning algorithm” that is a sub-

class of an information filtering system that seeks

to predict the “rating” or “preference” that a user

would give to an item, applying matrix factoriza-

tion and collaborative filtering.
� “Supervised Learning” is used when data include a

result for each case. This kind of algorithm is used for

“classification and regression,” where:

x “Classification” is a method used to determine

what category or class something belongs to, after

seeing several examples of things from several cat-

egories; the final category is a discrete variable.

x “Regression” is a method that attempts to produce

a function that describes the relationship between

inputs and outputs and predicts how the outputs

should change as the inputs change; the prediction

is a real number.

Some of the most common supervised learning

algorithms are “decision tree,” “random forest,”

“logistic regression,” “regression,” “support vector

machines,” “neural nets,” and others, where:

x “Decision tree” is an “ML-Supervised Learning

algorithm” decision support that uses a tree-like

graph or model of decisions and their possible con-

sequences, including chance event outcomes,

resource costs, and utility.

x “Random forest” is an “ML-Supervised Learning

algorithm” that constructs a multitude of “decision

trees” at training time and outputting the class that

is the mode of the classes applying classification

or mean prediction applying regression of the indi-

vidual trees.

x “Logistic regression” is an “ML-Supervised

Learning algorithm” that uses the logistic function

to predict a binary class.

x “Regression” is a set of “ML-Supervised Learning

algorithms,” such as “Linear regression,” “GLM

regression (Generalized Linear Models),” “Least

Squares regression,” etc.

x “Support Vector Machines (SVM)” is an “ML-

Supervised Learning algorithm” that performs clas-

sification by finding the hyperplane that maximizes

the distance margin between the two classes. The

extreme points in the datasets that define the

hyperplane are the support vectors.

x “Artificial Neural Networks” is an “ML-Supervised

Learning algorithm” with multilayers perceptron

as the “backpropagation algorithm” and others

such as “Deep Learning algorithms” based on big-

ger and complex neural networks.
� “Reinforcement Learning” is an “ML algorithm”

inspired by behaviorist psychology, concerned with

how software agents ought to take actions in an envi-

ronment to maximize some notion of “cumulative

reward.”
� “Survival Models” is an “ML algorithm” that is used

to analyze data in which the time until the event is of

interest. The response is often referred to as a failure

time, survival time, or event time.
� “Association Rules” is an “ML algorithm” that is a

rule-based machine learning method for discovering

interesting relations between variables in large data-

bases. It is intended to identify strong rules discovered

in databases using some measures of interestingness.

1.4.1.5 Step 5) Model training

“Model Training” is running the algorithm to obtain a

process model based on iteration as a training step using

the actual dataset, to train the model for performing

various actions. This is the actual data in the ongoing

development process models learning with various

“Application Programming Interfaces* (API)” and algo-

rithms to train the machine to work automatically.

Note*: API in general terms is a set of clearly defined

methods of communication among various components.

Examples of APIs will be studied in Chapter 2,

Introduction to Cognitive Science, Cognitive Computing,

and Human Cognitive Relation to Help in the Solution of

AI Biomedical Engineering Problems, of this book.

1.4.1.6 Step 6) Model evaluation and tuning

“Model evaluation” is the use of metrics or a combination

of them to measure the objective performance of the model

and to select the best algorithm for that specific purpose.

The most common techniques are “cross-validation,” “con-

fusion matrix,” “precision and recall,” “ROC,” “AUC,” “R-

squared error,” and “Accuracy,” where:

� “Cross-validation” is a resampling method used for

model evaluation to avoid testing a model on the same

dataset on which it was trained.
� “Confusion matrix” is a specific table layout that

allows visualization of the performance of an algo-

rithm, typically a supervised learning, it is usually

called a “matching matrix.”
� “Precision and recall,” where:

I. “Precision” is the proportion of positive identifica-

tions that was actually correct. A model that
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produces no false positives has a precision of 1.

“Precision” is calculated by applying Eq. (1.5).

Precision in ML Precision5
TP

TP1FP
(1.5)

where TP are the True Positives, FP are the False

Positives.

II. “Recall” is the proportion of actual positives that

were identified correctly. A model that produces

no false negatives has a recall of 1. “Recall” is cal-

culated by applying Eq. (1.6).

Recall in ML Recall5
TP

TP1FN
(1.6)

where TP are the True Positives, FN are the False

Negatives.
� “ROC (Receiver Operating Characteristic),” where

the “ROC curve” is a graphical plot that summarizes

how a classification system performs and allows us to

compare the performance of different classifiers. The

“ROC curve” plots two parameters: “True Positive

Rate (TPR)” and “False Positive Rate (FPR).”

I. “TPR” values are shown in the vertical axis of the

“ROC curve” and are calculated using the

Eq. (1.7). Another useful parameter is “specificity

rate” as shown in Eq. (1.8).

True Positive Rate TPR5Recall5
TP

TP1FN
(1.7)

where TP are the True Positives, FN are the False

Negatives.

Specificity rate5
TN

TN1FP
(1.8)

where TN are the True Negative, FP are the False

Positives.

II. “FPR” values are shown in the horizontal axis of

the “ROC curve” and are calculated using

Eq. (1.9).

False Positive Rate FPR5 12 Specificity

5
FP

FP1 TN

(1.9)

where FP are the False Positives, TN are the True

Negatives.
� “Area Under the Curve (AUC)” is a measurement of

the area under the entire function “ROC curve” in all

the range, where the “AUC” values range from 0 to 1.

“AUC” represents the probability that the evaluated AI

model ranks a positive example more highly than a

random negative example. In other words, “AUC5 0”

means that the model’s predictions are 100% wrong,

and “AUC5 1” means that the model’s predictions are

100% correct.

“It is important to differentiate between AUC and ROC

curve: ROC is a probability curve and AUC represents the

degree of separability.” To understand these two concepts

four cases of AUC and ROC and their relationships are

shown in Fig. 1.5.

FIGURE 1.5 Analysis of a model using AUC and ROC: (I) ideal case, (II) acceptable case, (III) worst case, and (IV) unacceptable case.
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I. “Ideal case: AUC5 1 with threshold5 0.5,” this

is when the two probability distribution curves do

not overlap and the model has a perfect way of

distinguishing between TN and TP.

II. “Acceptable case: AUC5 0.7 with threshold5 0.5,”

this is when the two probabilities’ distributions over-

lap a reasonable value, and AUC. Threshold. This

means that there is 70% chance that the model dis-

tinguishes between TN and TP.

III. “Worst case: AUC5 threshold5 0.5,” this is where

both probabilities’ distribution curves overlap

100%, this is an indication that the model does not

have a way to differentiate between TN and TP.

IV. “Unacceptable case: AUC5 0 and Threshold5
0.5,” in this case the model has the same chance of

predicting a TN as a TP or vice versa.
� “R-squared error (R2),” also known as the

“coefficient of determination,” is a statistical

measure that represents the proportion of the

variance for a dependent variable that is

explained by an independent variable or vari-

ables in a regression model. Whereas correla-

tion explains the strength of the relationship

between an independent and dependent vari-

able, “R-squared error” explains to what

extent the variance of one variable explains the

variance of the second variable. So, if the R2

of a model is 0.50, then approximately half of

the observed variation can be explained by the

model’s inputs, based on the range:

0#R2 # 1:R2 is calculated using Eq. (1.10).

R2 squared error

R2 5 12
Explained Variance

Total Variance

5 12
SSres

SStot

(1.10)

Explained Variance (SSresÞ and

Total Variance (SStotÞ are calculated by the

following steps:
� “Total Variance,” also known in statistics as

“total sum of squares (SStotÞ;” is calculated by

subtracting the average actual value from the

predicted values, squaring the results and sum-

ming them. These steps are stated in Eq. (1.11).

Total Variance or total sum of square

SStot 5
X

i
yi2yð Þ2 (1.11)

� “Explained Variance,” also known in statistics

as “explained sum of squares (SSreg),” is calcu-

lated by taking the data points (observations)

of dependent and independent variables and

finding the line of best fit, often from a regres-

sion model. From there you would calculate

predicted values, subtract actual values and

square the results. This yields a list of errors

squared, which is then summed and equals the

explained variance. These steps are stated in

Eqs. (1.12) and (1.13).

Explained sum of squares

SSreg 5
X

i
fi2yð Þ2 (1.12)

where fi are the predicted values and

y5 1
n

Pn
i51

yi is the mean of the n observed data.

Residual sum of squares

SSres 5
X

i
yi2fið Þ2 5

X
i

e2i
(1.13)

where yi are the values of the dataset and fi
are the predicted values.

In some cases, the “total sum of squares”

equals the sum of the two other sums of

squares defined above, as shown in Eq. (1.14).

Total sum of squares SStot 5 SSres 1 SSreg (1.14)

� “Accuracy” is one metric for evaluating classifica-

tion models, analyzing the fraction of predictions

the ML model got right using the Eq. (1.15).

Accuracy5
Number of correct predictions

Total number of predictions

5
TP1 TN

TP1 TN1FP1FN

(1.15)

where TP5True Positives, TN5True Negatives,

FP5 False Positives, and FN5 False Negatives.

Once the evaluation of the model is finished, an

improvement can be made by “tuning the model” also

known as “hyperparameter optimization.” A “hyperpara-

meter” is a parameter whose value is used to control the

learning process; this is different to other parameters, such

as the typically node weight, that are learned. The hyper-

parameters give a way for model optimization that mini-

mizes a predefined “loss function,” also known as cost on

given independent data [21]. The “hyperparameters” are

often set by heuristics or tuned for a given predictive

modeling problem. For example, when a “machine learn-

ing algorithm” is tuned for a specific problem, such as

when you are using a “grid search” or a “random search,”

then we are tuning the “hyperparameters of the model” or

order to discover the parameters of the model that result in

the most skillful predictions. A good rule of thumb to over-

come this confusion is as follows:

“If you have to specify a model parameter manually then it

is probably a model hyperparameter.”
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1.4.1.7 Step 7) Model prediction and
deployment

“ML” is basically using data to answer questions. In this

final step we get the answer for our questions; the “ML

model” is used to predict the outcome of what we need.

Nevertheless, building a “ML model” is not the end of a

project; we need to apply the concept of “deployment,”

that refers to creating applications of a model for predic-

tions using new data where it is need it. “Deployment”

means putting the “ML model in production in a com-

puter, company server or in a web cloud,” where the

model can make predictions in real time. The “deploy-

ment model” has many challenges, such as “scalability,”

“performance,” “response time,” and “model retraining.”

� “Scalability in machine learning” is the models which

can deal with any amount of data, without consuming

tremendous amounts of resources like memory.
� “Performance value in ML” indicates how successful

the predictions of a dataset have been by the training

model. Usually the performance can be measured by

metrics, such as ‘‘R2; ’’ “Average Error,” “Mean

Square Error,” and others. Performance must be better

if we add more data, add more features, do a right fea-

ture selection, use regularization, etc.
� “Response time” is the time to obtain the prediction

from the model in any specific application, usually

fastest is better.
� “Model retraining” is part of the model life cycle to

update the model the current data. In “Model retrain-

ing,” it is needed to run all the process again including

integration of “new data,” “preprocessing,” “training,”

“evaluation,” and “deployment.” It is necessary for

there to be a way of automating all this process to

maintain the model and to be an “ML application”

that is successful with the evolution of new data.

In summary, “ML” has as a primary objective the discovery

of patterns in the data, to create a model that is useful

for taking decisions from new data. Every one of the

seven basic steps are especially important to achieve a good

prediction of the data using an “ML model.” These seven

general steps must be very well understood and followed.

Note: This is only an introduction ML; this subset of AI

is explained with more detail, specific examples and

exercises on MATLAB and IBM Watson Studio in Chapter 4,

“Machine Learning Models Applied to Biomedical

Engineering,” of this book.

1.5 Deep learning

DL includes aspects of “ML algorithms”, “ANN,” and

“AI.” This is explained graphically in Fig. 1.2 and stated

in Eq. (1.4); where “DL” is a subset of “ML,” in which an

“AI model” learns to perform a classifications task

directly from images, text, and sound. DL is usually

implemented using an “ANN architecture.” The “ANN”

created from these components are in the field of “AI”

that comes closest to modeling the workings of the human

brain. In “DL” improved mathematical formulas and

increased computer processing power are enabling the

development of more sophisticated applications than ever

before. “DL” is also called “structured learning” and

“hierarchical learning”; it is the kind of machine intelli-

gence used to create “AI systems.” Examples are:

� Transportation: self-driving in vehicles, buses, taxis,

airplanes, etc.
� Voice applications, such as search and voice-activated

assistant, voice generation, music composition, etc.
� Business applications, such as advertising, finance,

marketing, etc.
� Robotics, where smart robots can be trained to carry

out complex tasks that require more thought and adap-

tation, others can learn just by observing the human

task, etc.
� Computer games, such as GO, chess, and others.
� Images applications, such as image recognition, auto-

matic image caption generation, automatic image col-

orization, etc.
� Text applications, such as automatic machine transla-

tion of text, automatic text generation. automatic hand-

writing generation, etc.
� Healthcare applications, such as smart algorithms that

measure diagnose condition, advise plan treatment, and

if approved by physicians it executes the delivery of

treatment for different illnesses and diseases, applying

neural networks for brain cancer detection, tumors, etc.
� Many more new DL applications are being created in

different areas currently.

This book will focus on “DL in Biomedical Engineering

applying to medicine and healthcare, that is, analyzing

images, text, detecting and diagnosing medical conditions,

with a special emphasis on neurologic diseases through cog-

nitive functions.”

1.5.1 Difference between deep learning and

machine learning

“DL” is a subset of “ML,” and “ML is a subset of AI.”

Usually, the term “deep learning refers to deep artificial

neural networks,” and somewhat less frequently to “deep

reinforcement learning.” The main differences between

“DL” and “ML” are:

� Traditional Machine Learning Artificial Neural

Networks contain only two or three layers, while the
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deep learning network can have hundreds. This is the

reason for the term Deep, that refers to the number of

layers in the network—the more layers, the deeper the

network.
� Multiple hidden layers allow deep neural networks to

learn features of the data in the so-called feature hier-

archy, because simple features (e.g., two pixels)

recombine from one layer to the next, to form more

complex features (e.g., a line). Nets with many layers

pass input data of features through more mathematical

operations than nets with few layers and are therefore

more computationally intensive to train.
� “ML” works fine with small and medium size datasets,

their models are medium size and the computer power

needed is not so intense; whereas “DL needs big

data, big models, and big computational power.”

“Computational intensity” is one of the hallmarks of

“DL,” and it is one reason why a new kind of chip

called GPUs* are in demand for the training of deep-

learning models.

Note*: GPU (Graphics Processing Units) are

programmable logic processors specialized for fast

numeric calculation and graphic rendering, that is,

NVIDIA.

Please pay special attention to differentiate and recognize

algorithms and application of Deep Learning with respect

to Machine Learning, cognitive computing, and Artificial

Intelligence.

1.5.2 Types of artificial neural networks

“ANN” is an algorithm based on how the “human brain

and the human nervous systems works.” It is based on a

large collection of simple neural units known as “artificial

neurons,” “loosely analogous to the observed behavior of

a biological brain’s axons of the human brain*.”

Note*: For more detailed information on the human brain

and neurons, please refer to Chapter 2, “Introduction

to Human Neuromusculoskeletal System,” of my book

Applied Biomechatronics Using Mathematical Models [22].

Each neural unit relates to many others, and links can

enhance or inhibit the activation state of adjoining neural

units. Each individual neural unit computes using sum-

mation and activation function, as shown in the upper

region of Fig. 1.6A. One brain neuron is connected from

axon terminals to dendrites of the next neuron in a pro-

cess known as “type 1 synapse.” Similarly, an “ANN is a

massive parallel distributed processor” that has a natural

propensity for storing experiential knowledge and mak-

ing it available for use, as indicated in the lower region

of Fig. 1.6B. It resembles the brain in two respects [23]:

“Learning process” and “Interconnection strengths,”

where:

� “Learning process” is the way that the knowledge is

acquired by an “ANN.” “Learning” is a process in

which the parameters such as the “synaptic weight”

indicated, such as wn in Fig. 1.6B, and “bias levels” of

FIGURE 1.6 Artificial Neural Network (ANN) is an algorithm based on how the human brain and the human nervous systems works. Analogy: (A)

two brain neurons are joined through the type I synapse versus (B) two ANNs.
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a neural network are adapted through a continuous

process of stimulation by the environment in which

the network is embedded. The basic learning processes

can be basically of two types: “Supervised learning”

and “unsupervised learning.”
� “Interconnection strengths” in an “ANN” are similar to

the “synaptic human weight in the brain, which are

used to store the knowledge.” There may be a “thresh-

old function or limiting function” on each connection

and on the unit, itself, such that the signal must sur-

pass the limit before propagating to other neurons.

The main advantage is that the “ANN” can be “self-

learning” as an “unsupervised network,” or trained as a

“supervised network,” rather than explicitly programmed,

and used in areas where the solution or feature detection

is difficult to express in a traditional computer program.

The main disadvantage of “learning algorithms as ANN is

that they may require an exponential number of iterations

with respect to the number of weights until a solution to a

learning task is found.” This means more processing time

to obtain the desired solution [24].

There is not standard definition to classify the different

types of available “ANN” based on different approaches,

such as architectures and other characteristics. For the pur-

pose of “ANNs” study, they are separated in this book based

on the “methodology to process the information on the neu-

rons (nodes) to achieve their decisions in the outputs”.

These are of six different types, as indicated in Fig. 1.7:

“Feed Forward Neural Network,” “Backpropagation

Neural Networks,” “Recurrent Neural Networks,” “Memory

Augmented Neural Networks,” “Modular Neural Networks,”

and “Evolutionary Neural Networks”.

1.5.3 Feed forward neural network

“Feed Forward Neural Network” implies a signal that can

only be fed forward, meaning the absence of recurrent or

feedback connections. Where the data path is only for-

ward facing, no backward feed connections between neu-

rons are present. Some frequently used examples of

“Feed Forward Neural Network” are shown in Fig. 1.8,

and these are:

“Perceptron (P),” “MultiLayer Perceptron’s (MLP) or

Feed Forward Neural Network (FFN) or Deep Feed

Forward Network (DFF),” “Radial Basis Network

(RBF),” “Probabilistic neural network (PNN)”, Extreme

Learning Machine (ELM), and others.

� “Perceptron (P)” is usually a single layer neural net-

work; it is used to classify the data into two parts.

Therefore it is also known as a “Linear Binary

Classifier.” It is used in “supervised learning” and

helps to “classify” the given input data.

The “Perceptron (P)” is studied in more detail in

Section 5.2.1.

FIGURE 1.7 Artificial Neural Network types based on the way data are processed in neurons (node).
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� “Multilayer perceptron (MLP)” also called “Feed for-

ward Neural Network (FFN)” is when the network has

three or more hidden layers. In “MLP,” the percep-

trons are arranged in layers, with the first layer taking

in inputs and the last layer producing outputs. The

middle layers have no connection with the external

world, and hence are called hidden layers. The goal of

a “MLP” is to approximate some function ‘‘f �ðxÞ:’’
For example, for a classifier, ‘‘y5 f � xð Þ’’ maps an

input “x” to a category “y.” Then, an “MLP” defines a

mapping ‘‘y5 f ðx;[Þ’’ and learns the value of the

parameters “[” that result in the best function approx-

imation. “MLP” utilizes “supervised learning” that

can distinguish data that are not linearly separable.

The “MLP” is studied in more detail in Section 5.2.2.

� “Radial Basis Network (RBF)” can be used in nonlin-

ear classifications and other applications, such as func-

tion approximation. It performs classification by

measuring the input’s similarity to examples from the

training set. Each “RBF neuron” stores a “prototype,”

which is just one of the examples from the training

set. Where the goal is to “classify a new input,” each

“neuron” computes the “Euclidean distance” between

the input and its prototype. If the input more closely

resembles the class A prototypes than the class B pro-

totypes, it is classified as class A, and so on. “RBF”

have many applications, such as function approxima-

tion, time series prediction, classification, and system

control.

The “RBF” is studied in more detail in Section 5.2.3.

� “Probabilistic Neural Network (PNN)” is a type of

“ANN” derived from the “Bayesian network” [25] and

a statistical algorithm called “Kernel Fisher discrimi-

nant analysis” [26], where the parent “probability dis-

tribution function (PDF)” of each class is

approximated by a “Parzen window” method and a

nonparametric function. Then, using “PDF” of each

class, the class probability of a new input data is esti-

mated and “Bayes’ rule” is then employed to allocate

the class with highest posterior probability to new

input data. In a “PNN,” the operations are organized

into a “multilayered feed forward network” with four

layers: “Input layer,” “Pattern layer,” “Summation

layer,” and “Output layer.” It is widely used in classi-

fication and pattern recognition problems [27].

The “PNN” is studied in more detail in Section 5.2.4.

FIGURE 1.8 Examples of ANNs as Feed Forward Networks.
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� “Extreme Learning Machine (ELM)” is a method that

is essentially a “single feed forward neural network”;

its structure consists of a single layer of hidden nodes,

where the weights between inputs and hidden nodes

are randomly assigned, this means that it does not

need a learning process to calculate the parameters of

the models, and remains constant during training and

predicting phases. On the contrary, the weights that

connect hidden nodes to outputs can be trained very

fast [28]. The greatest advantage of “EMLs” is that

they are very cheap computationally for implementing

online models [29]. “ELM” is used for pattern classifi-

cation and function approximation.

The “ELM” is studied in more detail in Section 5.2.5.

� And many others that are based on Feed Forward neu-

ral network architecture.

1.5.4 Backpropagation neural network

“Backpropagation neural networks” imply that the signal

propagates from the input data forward through its para-

meters toward the decision, and then propagates informa-

tion about the error in reverse, and thus in this way can

adjust the parameter until finding the smallest error. Some

frequently used examples of “Backpropagation neural

networks” are shown in Fig. 1.9: “Auto Encoder (AE),”

“Variational Auto Encoder (VAE),” “Denoising Auto

Encoder (DAE),” “Sparse Auto Encoder (SAE),” “Deep

Convolution Network (DCN) or ConvNet (CNN),”

“Deconvolutional Network (DN),” “Deep Convolutional

Inverse Graphics Network (DCIGN),” “Generative

Adversarial Network (GAN),” “Deep Residual Network

(DRN), or Deep ResNet” and others.

� “Auto Encoder (AE)” is an “unsupervised artificial neu-

ral network” that learns how to efficiently compress

and “encode data from images, and how to reconstruct

the data back from the reduced encoded representa-

tion” to a representation that is as close to the original

input as possible. “Auto Encoder,” by design, reduces

data dimensions by learning how to ignore the noise in

data and images [30]. “AE” consists of four main parts:

(1) “Encoder” is where the model learns to reduce input

dimensions and compress input data; (2) “Bottleneck”

is a layer that contains the compress representation of

the input data of images; (3) “Decoder” is where the

model learn to reconstruct data from the encoded repre-

sentation, and (4) “Reconstruction loss” is a method

that measures the decoder and how outputs compare to

the original data.

Note: An “Auto Encoder Neural Network (AE)” is

an unsupervised learning or feature learning that has

FIGURE 1.9 Examples of ANNs as backpropagation networks.
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“Encoders” and “Decoders,” they are “feed forward

NN but applies backpropagation algorithms,” for set-

ting the target values to be equal to the inputs, that is,

for “y(i)5 x(i).”

The “AE” is studied in more detail in Section 5.4.1.

� “Variational Auto Encoders (VAE)” are powerful gen-

erative models, with diverse applications: from gener-

ating fake human faces, to producing purely synthetic

music. VAE uses the input to the encoder, then com-

press and finally decoder, its objective is to replicate

the same image from the input in the output. In gener-

ative models, the objective is to generate variations in

the output from an input image.

The “VAE” is studied in more detail in Section 5.4.2.

� “Denoising Auto Encoder (DAE)” solves the problem

known as “Identify Function*” by corrupting the data

on purpose by randomly turning some of the input

values to zero. In general, the percentage of input

nodes that are set to zero is about 50%. When calcu-

lating the “Loss function,” it is important to compare

the output values with the original input, not with the

corrupted input. This way, the risk of learning the

identity function instead of extracting features is

eliminated [31].

Note*: Identify Function or “Null Function” is

present in neural network when there are more nodes

in the hidden layer than there are in the inputs, this

issue could limited the mathematical learning of

important behaviors to obtain a useful AI model

The “DAE” is studied in more detail in Section 5.4.3.

� “Sparse Auto Encoder (SAE)” consists of a single hid-

den layer, which is connected to the input vector by a

weight matrix forming the encoding step. The hidden

layer then outputs to a reconstruction vector, using a

tied weight matrix to form the decoder. “A stacked

auto encoder” is a neural network consisting of several

layers of “sparse autoencoders” where the output of

each hidden layer is connected to the input of the suc-

cessive hidden layer [32]. “Stacked auto encoder”

improves accuracy in deep learning with noisy autoen-

coders embedded in the layers. Stacked auto encoders

are used for many medical science purposes, such as

“P300 Component Detection and Classification of 3D

Spine Models in Adolescent Idiopathic Scoliosis,”

where, the “classification” of the rich and complex

variability of spinal deformities is critical for compari-

sons between treatments and for long-term patient

follow-ups.

The “SAE” is studied in more detail in Section 5.4.4.

� “Deep Convolution Network (DCN) or ConvNet

(CNN)” is a class of “deep neural networks,” most

applied to analyzing visual imagery. “DCN” can take

in an input image, assign importance using learnable

weights and biases to various aspects/objects in the

image, and be able to differentiate one from the

other. A “ConvNet” architecture is in the simplest

case a list of layers that transform the image volume

into an output volume. The preprocessing required in

a “ConvNet” is much lower as compared to other

classification algorithms. “CNNs” are regularized

versions of multilayer perceptrons that are fully con-

nected networks, that is, each neuron in one layer is

connected to all neurons in the next layer. In the clas-

sical backpropagation algorithm, the weights are

changed according to the gradient descent direction

of an error surface [33]. The architecture of a

“ConvNet” is analogous to that of the connectivity

pattern of neurons in the human brain and was

inspired by the organization of the visual cortex.

Individual neurons respond to stimuli only in a

restricted region of the visual field known as the

“Receptive Field.” A collection of such fields over-

laps to cover the entire visual area. “DCN” are used

in applications for image and video recognition,

image analysis and classification, media recreation,

recommendation systems, natural language proces-

sing, etc. [34,35].

The “DCN” is studied in more detail in Section 5.4.5.

� Deconvolutional Network (DN) also known as

“deconvs” or “transposed convolutional neural net-

works.” “DN” is a neural network that performs an

“inverse convolution model”; its most frequent appli-

cation is for object recognition in images. “DN” is

an “unsupervised construction of hierarchical image

representation learning” of mid- and high-level

image representation, this can be achieved using fea-

ture hierarchy from alternative layers of “convolu-

tional sparse coding or deconvolution”; it is a method
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for learning by shift-invariant dictionaries in image

and “max pooling” as a sample-based discretization

process [36].

The “DN” is studied in more detail in Section 5.4.6.

� “Deep Convolutional Inverse Graphics Network

(DCIGN)” has the objective to learn an interpretable

representation of images that is disentangled with

respect to various transformations such as object out-

of-plane rotations, lighting variations, and texture. The

“DCIGN model” is composed of “multiple layers of

convolution and deconvolution operators” and is

trained using the “Stochastic Gradient Variational

Bayes (SGVB)” algorithm [37].

The “DCIGN” is studied in more detail in Section 5.4.7.

� “Generative Adversarial Networks (GAN) belong to

the set of “generative models.” It means that they are

able to produce/to generate new content form the input

of random variables, then a generative network is

trained to maximize the final classification error, the

results are a generated distribution, and finally a dis-

criminate network is trained to minimize the final clas-

sification error that is used as a reference metric for

both networks [38].

The “GAN” is studied in more detail in Section 5.4.8.

� “Deep Residual Network (DRN) or Deep ResNet” is a

“neural network using a residual learning framework”

that preserves inputs and improves accuracy using

many layers. “Deep ResNet” architecture “holds many

staked layers including convolutional, pooling, and

fully connected.” This network has a “skip function”

that reduces the number of times a linear function is

used to achieve an output creating “residual block”

that eliminates the “varnished gradients,” so that when

a gradient becomes very small, even a very big change

in the input will not affect the output as desired;

and “exploding gradients” so that when a gradient

becomes exponentially big, the algorithm can no lon-

ger be used to train the model. “DRN” are often used

for image recognition applications.

The “DRN” is studied in more detail in Section 5.4.9.

� And many others that use “Backpropagation neural

networks” architecture.

1.5.5 Recurrent neural networks

“Recurrent neural networks” imply the use recurrent or

feedback connections between neurons. Such networks

are “Turing complete,” in the sense that they can learn

any function, spatial 1 temporal functions. Some fre-

quently used examples of “Recurrent neural networks”

are shown in Fig. 1.10, these are: “Recurrent Neural

Network (RNN) vanilla,” “Long/short-term memory

(LSTM),” “Gated recurrent unit (GRU) networks,”

“Recurrent convolutional neural networks (RCNN),”

“Hopfield Network (HN),” “Boltzmann Machine (BM),”

“Restricted Boltzmann Machine (RBM),” “Liquid State

Machine (LSM),” “Echo State Network (ESN),”

“Korhonen Network (KEN),” and many more. Where:

� “Recurrent Neural Network (RNN) vanilla” takes the

previous output or hidden states as inputs. The com-

posite input at time “t” has some historical information

about the happening at time T, t.

The “RNN vanilla” is studied in more detail in

Section 6.2.1.

� “Long/Short-Term Memory (LSTM)” is a special

“RNN” capable of learning long-term dependencies,

simulating in its feedback connections a “general-

purpose computer.” It can be used for classifying, pro-

cessing, and predictions. The “LSTM” process uses

single data points, such as images to sequences of data

as text, speech, audio, and video [39]. “LSTM gates”

have three types of memory cells: “Forget Gate” that

decides what information to discard from the cell;

“Input Gate” that decides which values from the input

to update the memory state; and “Output Gate” that

decides what to output based on input and the memory

of the cell [40].

The “LSTM” is studied in more detail in Section 6.2.2.

� “Gated Recurrent Unit (GRU)” is a “variant RNN”

like an “LSTM” unit but “without an output gate using

a gating mechanism.” A “GRU” can be considered a

specific variation of an “LSTM” unit because both

have a similar design and produce equal results

in some cases. “GRU” uses a gating mechanism to

control and manage the flow of information between
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cells in the neural network. “GRUs” can solve the

“vanishing gradient problem*” by using an “update

gate” and a “reset gate.” The “update gate” controls

information that flows into the memory, and the “reset

gate” controls the information that flows out of the

memory. The “update gate and reset gate” are two

vectors that decide which information will get passed

on to the output. They can be trained to keep informa-

tion from the past or remove information that is irrele-

vant to the prediction.

Note*: The vanishing gradient problem occurs

when the calculated partial derivatives are used

to compute the gradient as one goes deeper into the

network. Since the gradients control how much

the network learns during training, if the gradients are

very small or zero, then little to no training can take

place, leading to poor predictive performance.

The “GRU” is studied in more detail in Section 6.2.3.

� “Recurrent convolutional neural network (RCNN)” is

a “convolutional neural network that includes lateral

and feedback connections.” Feed forward neural net-

works provide the dominant model of how the brain

performs visual object recognition. However, these

networks lack the lateral and feedback connections,

and the resulting “recurrent neuronal dynamics, of the

ventral visual pathway in the human and nonhuman

primate brain” [41].

The “RCNN” is studied in more detail in Section 6.2.4.

� “Regional-Convolutional Neural Network (R-CNN)

Object detection in AI Models” is a special kind of stan-

dard “CNN”, it can handle different spatial locations

with different ratios. “R-CNN” can analyze a huge num-

ber of regions, using special methods to avoid long

computational process and powerful hardware. There

are some “AI procedures to resolve this problem,” such

as “Regional-Convolutional Neural Network (R-CNN),”

“Fast R-CNN”, “YOLO” and others.

The “R-CNN” is studied in more detail in Section 6.2.5.

� “Hopfield Network (HN)” is a form of “recurrent arti-

ficial neural network” that can reconstruct data after

being fed with corrupt versions of the same data. It

usually works by first learning several binary patterns

and then returning the one that is the most similar to a

FIGURE 1.10 Examples of ANN as Recurrent neural networks.
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given input. It can be described as a network of nodes,

representing neurons that are connected by links; each

unit has one of two states at any point in time and the

vector represents the state of each node. The links rep-

resent the connections between nodes, and they are

symmetric.

The “HN” is studied in more detail in Section 6.2.6.

� “Boltzmann Machine (BM)” is a type of “stochastic

recurrent neural network” and Markov random field.”

“BM” is a generative net because it does not expect

input data. It generates data as a “unsupervised

model,” which involves learning a “probability distri-

bution” from an original dataset and using it to make

inferences about never before seen data. “BM” has

an input visible layers and one or several hidden

layers, where everything is connected to everything.

Connections are bidirectional, visible neurons con-

nected to each other and hidden neurons also con-

nected to each other.

The “BM” is studied in more detail in Section 6.2.7.

� “Restricted Boltzmann Machine (RBM)” is a variant

of “BM.” “RBM” is a generative “stochastic artificial neu-

ral network” that can “learn a probability distribution”

over its set of inputs. It can be trained in either “super-

vised or unsupervised” ways, depending on the task.

The “RBM is” studied in more detail in Section 6.2.8.

� “Liquid State Machine (LSM)” consists of a large

collection of nodes or neurons from “Spiking Neural

Networks*.” Each node receives time varying input

from external sources as inputs, and from other

nodes, where nodes are randomly connected to each

other. The recurrent nature of the connections turns

the time varying input into a “spatiotemporal pattern

of activations” in the network nodes. The “spatiotem-

poral patterns” of activation are read out by linear

discriminant units. The word “liquid” comes from

the analogy drawn to dropping a stone in water or

other liquid to generate ripples in it. The input simu-

lates the motion of the falling stone, which is con-

verted into a spatiotemporal pattern of liquid

displacement representing the ripples, then the

ripples can be evaluated to understand what is

happening in the system being studied [42]. Like

other kinds of neural networks, “liquid state

machines and similar builds are based around the

neurobiology of the human brain.” “LSM” has appli-

cations such as speech and audio recognition, image

pattern recognition, music classification, robot path

planning, fingerprint scanners, facial emotion recog-

nition, and others [43].

Note*: Spiking neural networks (SNNs) are artifi-

cial neural networks that more closely mimic natural

neural networks. In addition to neuronal and synaptic

state, SNNs incorporate the concept of time into their

operating model.

The “LSM” is studied in more detail in Section 6.2.9.

� “Echo State Network (ESN)” is another type of “recur-

rent neural network (RNN)” using “supervised learn-

ing.” An “ESN” is not organized in a standard set of

layers, it has random connections between the neurons

and the training is different: instead of feeding the

input and calculate the weight and the backpropagat-

ing error used at typical RNN, the input is feed, calcu-

late the weight and update the neurons value for a

while to observe the output that change over time in a

special a “dynamic reservoir” [44].

The “ESN” is” studied in more detail in Section 6.2.10.

� “Korhonen Network (KN), also known as Self

Organizing Map (SOM),” is a type of “artificial neural

network (ANN)” used as “unsupervised learning” for

classification. Input is presented to the network, after

which the network assesses which of its neurons most

closely match that input. They use a neighborhood

function to preserve the topological properties of the

input space. These neurons are then adjusted to match

the input even better, dragging along their neighbors

in the process. How much the neighbors are moved

depends on the distance of the neighbors to the best

matching units [45]. It seems to be the most natural

way of learning, which is used in our brains, where no

patterns are defined.

The “KN” is studied in more detail in Section 6.2.11.

� And many others that use “Recurrent neural networks

architecture.”
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1.5.6 Memory augmented neural networks

“Memory augmented neural networks” or “memory net-

works” in short “imply the use of memory blocks hooked up

to a neural network, allowing the learning to reason.” Some

examples are shown in Fig. 1.11: Neural Turing machines

(NTM), Differentiable Neural Computers (DNC), where:

� “Neural Turing Machine (NTM)” is the first application

of “DL to extend the capabilities of ANN by coupling

them to external memory”; it is based on “RNN” cou-

pled with external memory resources which they can

interact with by attentional processes. The combined

system is analogous to a “Turing Machine or Von

Neumann architecture but is differentiable end-to-end,”

allowing it to be efficiently trained with “gradient

descent*.” Results demonstrate that “NTMs” can

infer simple algorithms such as copying, sorting, and

associative recall from input and output examples.

Experiments demonstrate that “NTMs” are capable of

learning simple algorithms and are capable of generaliz-

ing beyond the training regime [46].

Note*: Gradient descent method uses a feedback

loop to adjust the model based on the error it observes

between its predicted output and the actual output.

The “NTM” is studied in more detail in Section 6.3.1.

� “Differentiable Neural Computers (DNC)” use a form of

“memory augmented neural network that can learn using

its memory to answer complex questions related of struc-

tured data, maps, trees, etc.” The controller of the “DNC”

can read/write from multiple locations in memory.

Memory can be searched based on the content of each

location, or the associative temporal links can be followed

forward and backward to recall information written in

sequence or in reverse. The read-out information can be

used to produce answers to questions or actions to take in

an environment [47]. “The idea is to take the classical

Von Neumann computer architecture and replace the

CPU with an RNN, which learns when and what to read

from the random-access memory (RAM)” [48].

The “DNC” is studied in more detail in Section 6.3.2.

� And others that are in research and use “Memory aug-

mented neural networks architectures.”

1.5.7 Modular neural networks

“Modular Neural Networks” implies the use of “a collec-

tion of different networks working independently or depen-

dently and contributing toward the output.” Each “neural

network has a set of inputs which are unique compared to

other networks constructing and performing subtasks.”

FIGURE 1.11 Examples of ANNs as Memory augmented neural networks.
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If they are independent, these networks do not interact or

signal each other in accomplishing the tasks and can break-

down a large computational process into smaller compo-

nents decreasing the complexity. This breakdown will help

in decreasing the number of connections and negates the

interaction of these networks with each other, which in turn

will increase the computation speed. If the networks are

dependent, one network complements the work of the

other. Some examples are shown in Fig. 1.12:

� “Deep Belief Networks (DBN)” are composed of layers

of “RBMs” networks for the pretrain phase and then a

“FFN” for the fine-tune phase, in which each RBM

layer communicates with the previous and subsequent

layers, but the nodes of any single layer do not com-

municate with each other laterally. DBN can be used

as a classifier if ending with a Softmax* layer or as

unsupervised learning otherwise. DBN are used to rec-

ognize, cluster, and generate images, video sequences,

and motion-capture data.

Note*: Softmax function takes an input as a vector of

K real numbers and normalizes it into a probability dis-

tribution consisting of K probabilities. The input vectors

that could contain negative, or greater than 1 values are

converted to components in the interval (0,1), and they

will add up to 1, representing probabilities values.

The “DBN” is studied in more detail in Section 6.4.1.

� And others that are currently in research and use Modular

Neural Networks architecture in different applications,

such as biological, psychological, hardware, computa-

tional, multimodule decision-making strategies, etc.

1.5.8 Evolutionary deep neural networks

“Evolutionary Deep Neural Networks” imply all new

architectures for “ANN” with the purpose of automate fea-

tures engineering needed, typically are “newdesigns based

on observations in how the human brain process, access,

analyze, deduct and reason applying new technologies as

they become available.” Examples are:

� “Capsule Networks (CapsNet)” are biology inspired

alternatives to pooling, where neurons are connected

with multiple weights using a numeric vector instead

of just one weight as scalar. This method uses new

concept, such as “capsules” that perform some quite

complicated internal computations on their inputs and

then encapsulate the results of these computations into

a small vector of highly informative data, “dynamic

routing between capsules algorithm” that allows cap-

sules to communicate with each other and create

representations similar to scene graphs in computer

graphics. The “CapsNet” has 2 parts: “encoder” and

“decoder.” The first three layers are “encoders,” and

the second three are “decoders.” “CapsNet” uses a lot

of computational resources of “GPU” type and it can

FIGURE 1.12 Examples of (left) Modular Neural Networks and (right) Evolutionary Deep Neural Networks.
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be used to obtain a better model hierarchical relation-

ship, and to more “closely mimic biological neural

organization” [49].

The “CapsNet” is studied in more detail in Section 6.5.1.

� “Attention networks (AN)” use an “attention mecha-

nism” to combat information decay by separately

storing previous network states and switching atten-

tion between the states. The hidden states of each

iteration in the encoding layers are stored in memory

cells. The “decoding layers are connected to the

encoding layers, but it also receive data from the

memory cells filtered by an attention context.” This

filtering step adds context for the decoding layers

stressing the importance of features. The “AN” pro-

ducing this context is trained using the error signal

from the output of decoding layer. Moreover, the

“attention context can be visualized giving valuable

insight into which input features correspond with

what output features.” “AN” also includes the “trans-

former architecture” [50]. “AN” has the objective of

accomplishing “text classification” based on “words

make sentences and sentences make documents”; it

uses “stacked recurrent neural networks” at the word

level followed by an “attention model” to extract

such words that are important to the meaning of the

sentence and aggregate the representation of those

informative words to form a sentence vector. Then

the same procedure is applied to the derived sentence

vectors which then generate a vector that conceives

the meaning of the given document and that vector

can be passed further for text classification [51].

The “AN” is studied in more detail in Section 6.5.2.

� And others that are currently being researched and use

Evolutionary Deep Neural Networks

ANN types will be studied with examples and exercises in

Chapter 5, “Deep Learning Models Principles Applied to

Biomedical Engineering,” and Chapter 6, “Deep Learning

Models Evolution Applied to Biomedical Engineering.”

1.6 Cognitive science

“Cognitive science (CoSi)” is the “interdisciplinary scien-

tific study of the mind and its processes.” “CoSi” examines

the nature, tasks, and the functions of human cognition as

the process of acquiring knowledge and understanding

through thought, experience, and the senses. “CoSi” as the

objective of develop theories about human: perception,

action, memory, attention, reasoning, decision-making, lan-

guage use, and learning. To achieve these goals uses a mul-

tidiscipline science, such as “Philosophy,” “Psychology,”

“Anthropology,” “Biology,” “Computer Science through

Artificial Intelligence,” “Linguistics,” “Neuroscience,”

“Education,” and “Mathematics.” Where their relationship

with cognition can be explained as follow:

� “Philosophy” studies the fundamental nature of knowl-

edge, reality, and existence, while “cognition studies

the intelligence mind.”
� “Psychology” studies the human mind and its function,

while “cognitive psychology tries to make functional

models of the mind.”
� “Anthropology” studies the human societies, their cul-

tures, and their development. It is complemented by

the “cognition interest in evolution, social groups,

communications and culture.”
� “Biology” studies the living organism and “cognition

focuses on the survival of organisms and species.”
� “Computer Science through Artificial Intelligence”

focuses on obtaining computational models using pro-

cesses that include learning, reasoning, and self-

correction. “AI applies algorithms that can automati-

cally learn and improve from experience without being

explicitly programmed; in other words, the AI applica-

tions are cognitive themselves.”
� “Linguistics” studies the use of language to represent

information, and “cognition is related to the represen-

tation and manipulation of the information.”
� “Neuroscience” studies the development and function

of the nervous system, which includes the brain, spinal

cord, and nerve cells throughout the body. While

“cognition covers the relationship between the mind

and the brain.”
� “Education” is the process of receiving or giving system-

atic instruction. While “cognitive science is related to

the research and finding of ways to improve education.”
� “Mathematics” is the abstract science of number, quantity,

and space. While “cognitive science can explain the nature

of mathematical thinking to analyze cognitive models.”

“Cognitive Science (CoSi) is applied with Cognitive

Computing (CC),” which has the “main objective of simulat-

ing the human thought process in an AI computerized

mode with learning and reasoning.” It uses “self-learning”

algorithms of “ML” and “DL,” and applies data mining, pat-

tern recognition, natural language processing, and other

techniques that will allow a computer system to mimic the

how the human brain works. These concepts are introduced

(Continued )
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(Continued)

in Chapter 2, “Introduction to Cognitive Science, Cognitive

Computing, and Human Cognitive Relation to Help in the

Solution of AI Biomedical Engineering Problems,” and

Chapter 7, “Cognitive Learning and Reasoning Models

Applied to Biomedical Engineering.”

1.6.1 Cognitive computing

“Cognitive Computing (CC)” also known as “Cognitive

Technology is a subfield of AI that allows us to analyze

human cognition using computerized AI models of learn-

ing and reasoning to represent the processes studied in

cognitive science.” “CC” helps humans to make better

decisions with the help of smart machines based on

“CoSi” that study the human brain and how it functions.

“CC” makes use of a number of technological resources

to create “Cognitive Computing Agents Systems”; these are

complete powerful computer systems locally and distrib-

uted in the cloud, that have the objective to integrate

complex human interactions for human-like analysis.

“Cognitive computing agents” have the following charac-

teristics: speak and understand fluent human language,

learn, and self-learn, cognitive analysis, make decisions,

make predictions, and many other intelligent functions

[52]. There are many architectural frameworks proposed

for “Cognitive Computing Agents Systems,” such as SOAR,

ACT-R, NARS, CLARION, LIDA, EPIC, MDB,

COGPRIME, eBICA, MILECOGs, and others. The pro-

posed general architecture framework for a “AI-Cognitive

Computing Agents Systems (CCAS)” is shown in Fig. 1.13,

and includes the following 13 modules: “signal recognition

instruments for speech, vision, and imaging bioinstru-

ments,” “cognitive detection of human-like abilities,”

This book proposes the concept of “Cognitive Computing as AI

learning and reasoning” that allows evaluate human cognitive

status and assist humans in their decision-making process under

learning and reasoning algorithms. “Cognitive Computing

(CC)”is based on many AI self-learning algorithms and language

tools relying in multidiscipline that need apply different fields

and methods as data mining, pattern recognition, classification,

prediction and others as Natural Language Processing, images

analysis to collect information to feed themselves on, and

special computer systems for cognitive data processing. This AI

system must understand natural language and interact with the

humans in a more natural way based on human cognition,

with the ability to understand, grasp, and reason all collected

cognitive information. For this goal is propose a proposed a

"General Architecture framework of AI-Cognitive applying

Computing Agents System (AI-CCAS)" as shown in Fig. 1.13.

FIGURE 1.13 Proposed general architecture framework of an AI-Cognitive Computing Agents System (AI-CCAS).
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“cognitive computing applying AI technologies,” “cognitive

models obtainment,” “cognitive evaluations of human

functionalities,” “inference engine,” “knowledge storage AI

database (KSAIDB),” “action generation,” and “output

devices for signal generation: speech generation, image

generation and motion generation.”

1.6.2 Signal recognition instruments*

Many inputs devices for signal recognition can be con-

nected to the “Cognitive Computing Agents,” the more

frequently are “speech recognition,” “vison recognition,”

and “biomedical instruments.”

� “Speech recognition or Speech to text” is an interdisci-

plinary subfield of computational linguistics that has

methodologies and technologies that enables the rec-

ognition and translation of spoken language into text

by computers. The “speech capture” is made using

microphones, besides this technology is being used to

replace other methods of input like typing, clicking, or

selecting in other ways.

The “Speech recognition or Speech to text” is studied in

more detail in Section 2.6.5.

� “Vision recognition” also known as “computer

vision” is an interdisciplinary scientific field that

deals with how computers can be made to gain high-

level understanding from digital images or videos.

“Computer vision” tasks include methods for acquir-

ing, processing, analyzing, and understanding digital

images, and extraction of high-dimensional data from

the real world in order to produce text, numerical

or symbolic information. The vision is captured by

devices as cameras for recording visual images in

form of photographs, scanning documents, or video

signals.

The “Vision recognition” is studied in more detail in

Section 5.4.5 and Section 6.2.5.

� “Biomedical instruments” are a subbranch of

“biomedical engineering.” Mainly focuses on how

electronics equipment can capture and measure

physiological patient data. Basically, they are for

diagnostic biomedical using instruments, such as

“Electrocardiogram (ECG)” for monitoring cardiac

waves, “Electroencephalogram (EEG)” for monitoring

electrical activity of the brain, “Electromyography

(EMG)” for monitoring electrical muscle activity,

“Electrooculography (EOG)” for monitoring eye

movement, “glucometers” for monitoring blood sugar

levels, images diagnostic bioinstruments as “X-Rays,”

“magnetic resonance imaging (MRI)” that creates

detailed images of organs and tissues, “computed

tomography (CT)” that creates pictures of organs,

bones, and other tissues, etc.

Many “Biomedical instruments” are studied with more

detail in my previous book “Applied Biomechatronics Using

Mathematical Models” [2].

1.6.3 Cognitive detection of human-like abilities*

To create a “AI-cognitive human model” is necessary to

include in its design the “cognitive human-like abilities”

as [53]: “Perception,” “Attention,” “Learning,”

“Memory,” “Reasoning,” “Action,” “Emotions,” “Social

Interaction,” “Planning,” “Motivation,” “Actuation,”

“Communication,” etc. Where each one can be evaluated

in different aspects as:

� Perception: Vision, Smell, Touch, Taste, Audition,

Cross-modal, Proprioception, others.
� Attention: Visual, Auditory, Social, Behavioral, others.
� Learning: Imitation, Reinforcement, Dialogic, Media-

Oriented, Experimentation, others.
� Memory: Working, Episodic, Implicit, Semantic,

Procedural, others.

� Reasoning: Induction, Deduction, Abduction,

Physical, Causal, Associational, others.
� Emotion: Perceived, Expressed, Control,

Understanding, Sympathy, Empathy, others.
� Social Interaction: Communication, Social Inference,

Cooperation, Competition, Relationship, others.
� Planning: Tactical, Strategic, Physical, others.
� Motivation: Subgoal creation, Affected based,

Deferred, Gratification, Altruism, others.
� Actuation: Physical Skills, Tool use, Navigation, others.
� Communication: Verbal, Gestural, Musical, Language

Acquisition, Cross-modal, others.

“Cognitive detection of human-like abilities” is studied

in more detail in Chapter 7, Cognitive Learning and

Reasoning Models Applied to Biomedical Engineering.

1.6.4 Cognitive computing applying AI

technologies*

“AI technologies” that are required for a computer

system or robot to build cognitive models that mimic

human thought processes may include: “machine
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learning,” “deep learning,” “speech processing,” “natu-

ral language processing,” “sentiment analysis,” “seman-

tic web,” “knowledge and data mining,” “cognitive

computing,” and many other “AI technologies.” Where:

� “Machine Learning (ML)” is a subset of “AI” that pro-

vides systems with the ability to automatically learned

and improve from experience without being explicitly

programmed.

Note: ML will be explained with more details including

examples and exercise in Chapter 4, “Machine Learning

Models Applied to Biomedical Engineering,” of this book.

� “Deep Learning (DL)” is a subset of “ML,” in which

an “AI model learns to perform classifications task

directly from images, text and sound.” “DL” is usually

implemented using an “artificial neural network

(ANN)” architecture.

Note: DL will be explained with more details including

examples and exercise on Chapter 5, “Deep Learning

Models Principles Applied to Biomedical Engineering,”

and Chapter 6, “Deep Learning Models Evolution

Applied to Biomedical Engineering,” of this book.

� “Speech Processing” is the study of speech signals

and the computer processing methods of these signals

in a digital representation. Aspects of speech proces-

sing includes the acquisition, manipulation, storage,

transfer, and output of speech signals.

“Speech Processing” is studied in more detail in

Chapter 2, Introduction to Cognitive Science, Cognitive

Computing, and Human Cognitive Relation to Help in

the Solution of AI Biomedical Engineering Problems,

and Chapter 3, Cognitive Learning and Reasoning

Models Applied to Biomedical Engineering.

� “Natural Language Processing (NLP)” is the use of

computers to generate and/or understand written and

spoken language for some practical purpose: machine

translation, natural language queries, conversing with

machines, and so on.

“Natural Language Processing (NLP)” is studied in more

detail in Chapter 2, Introduction to Cognitive Science,

Cognitive Computing and Human Cognitive Relation to

Help in the Solution of AI Biomedical Engineering

(Continued )

(Continued)

Problems, and Chapter 7, Cognitive Learning and

Reasoning Models Applied to Biomedical Engineering.

� “Sentiment Analysis” is the process of computationally

identifying and categorizing opinions expressed in a

piece of text, especially in order to determine whether

the writer’s attitude towards a particular topic, prod-

uct, etc. is positive, negative, or neutral.

“Sentiment Analysis” is studied in more detail in

Section 7.7.

� “Semantic Web” is an extended version of the existing

“World Wide Web” through standards, and it repre-

sents an effective means of data representation in the

form of a globally linked database. By supporting the

inclusion of semantic content in “Web pages,” the

“Semantic Web” targets the conversion of the pres-

ently available Web of unstructured documents to a

Web of information/data.

“Semantic Web” is studied in more detail in Chapter 2,

Introduction to Cognitive Science, Cognitive

Computing, and Human Cognitive Relation to Help in

the Solution of AI Biomedical Engineering Problems,

and Chapter 7, Cognitive Learning and Reasoning

Models Applied to Biomedical Engineering.

� “Knowledge Discovery and Data Mining” focuses on the

process of extracting meaningful patterns from biomedi-

cal data, technique known as “knowledge discovery,”

using automated computational and statistical tools and

techniques on large datasets using data mining.

“Knowledge Discovery and Data Mining” is studied in

more detail in Chapter 2, Introduction to Cognitive

Science, Cognitive Computing, and Human Cognitive

Relation to Help in the Solution of AI Biomedical

Engineering Problems, and Chapter 7, Cognitive Learning

and Reasoning Models Applied to Biomedical Engineering.

1.6.5 Cognitive model obtainment*

The results obtain from analyzing the input variables of

the “cognitive of human-like abilities” through the appli-

cations of algorithms of “Cognitive Computing,” allow to

obtain a mathematical model that represent the relation-

ship between them, this is known as “Cognitive AI
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Model.” It simulates how the patient handle thoughts and

perception captured in the input variables.

See research examples Cognitive model obtainment in

Chapter 7, Cognitive Learning and Reasoning Models

Applied to Biomedical Engineering.

1.6.5.1 Cognitive evaluations of human
functionalities

Creating a specific “cognitive human model,” it must be

based on “special human cognitive functionality factors of

the patients,” such as “gesture recognition,” “speech gener-

ation and understanding,” “information retrieval,” “knowl-

edge formation and extraction,” “speed of action to

analyze limitations in different diseases,” and other factors.

See research examples and challenge research projects

of Cognitive model obtainment in Chapter 7, Cognitive Learning

and Reasoning Models Applied to Biomedical Engineering.

1.6.6 Inference engine*

“Inference engine” is a component of the “Architecture

framework of AI and Cognitive Computing Agents System

(AI-CCAS)” that applies logical rules to the knowledge

base to deduct new information. For example: if it com-

pares the data results from the human cognitive model

from healthy people vs the data results of people affected

with diseases or natural ageing that affected their cogni-

tion. Based on these comparisons and the logical rules

generated by the “inference engine,” we will have meth-

ods to “evaluate and classify” steps of the sequence in

steps of “Cognitive declination” in patients.

1.6.6.1 Knowledge storage AI database*

Here all information is stored and allow a random access

from the inference engine during the process of deducing

new information, plus the “AI algorithms” to maintain the

information related as it grows.

See research examples of “Inference engine” in Section 7.3.

1.6.6.2 Action generation*

This module generates all synchronized signals needed in

the output devices generation.

1.6.6.3 Output devices for signal generation*

Many output devices for signal action in the patient can

be used in the “Architecture framework of AI and

Cognitive Computing Agents System (AI-CCAS).” The

more frequently are: “speech generation,” “image genera-

tion,” and “motion generation.”

� “Speech generation or text to speech” are converts

from normal language text into speech; other

systems render symbolic linguistic representations

like phonetic transcriptions. “Synthesized speech”

can be created by concatenating pieces of recorded

speech that are stored in the “knowledge storage

AI database” that are the results obtained from

the inference engine. Usually, it is through speakers’

systems.

See “text to speech” examples at Section 2.6.4.

� “Image generation” are devices that show image

stored or image generated to interact with the patient;

usually they are monitor, or big screen projectors that

can be seen for the patients.

� “Motion generation” are devices using magnetic motor

in systems that net movement displacement as bed,

robotic arm, etc. With the intention to move or give spe-

cific motion resistance or motion exercise to patients.

Note*: The General Architecture framework of AI and

Cognitive Computing Agents System (AI-CCAS) is more

deeply study in Chapter 7, “Cognitive Learning and

Reasoning Models Applied to Biomedical Engineering.”

Architecture framework of AI and Cognitive Computing

Agents System (AI-CCAS) is a complete computer systems

that integrate complex human interaction and human-like

analysis, with the purpose of deduct and obtain valid

Cognitive Models for Cognitive Science, these AI Models

simulate how the patient handle thoughts and perception

applying learning and reasoning algorithms from input vari-

ables of the system.

1.7 Neuroscience, cognitive science, and
AI models

“Neuroscience” study the development and function

of the “nervous system,” which includes the “brain,”

“spinal cord,” and “nerve cells” throughout the body.

“Neuroscience” studies how the brain works in terms

of mechanics, functions, and systems in order to create

recognizable behaviors. Neurologists could specialize in

one part of the nervous system, such as neurotransmitters,

neurologic diseases or focus their specialization on spe-

cific behaviors, such as psychiatric disorders. Some major

types of neurological diseases and neurologic lesions
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where cognition can help evaluating the nonmotor neuro-

logical some of them known as cognitive symptoms are

[1]: cerebral palsy, muscular dystrophy, multiple sclerosis,

Parkinson’s disease, traumatic brain injury, brain tumors,

spinal cord injury, and others as shown in Fig. 1.14.

Where:

� “Cerebral palsy (CP)” is a group of permanent disor-

ders that appear in the childhood. “CP” is caused by

abnormal development or damage to the parts of the

brain that control movement, balance, posture and

other areas as sensation, vision, hearing, swallowing,

and speaking. The “CP” basic symptoms can be

divided on “motor,” and “nonmotor”:

x “Typical motor symptoms” vary among people that

include poor coordination, stiff muscles, weak

muscles, and tremors.

x “Frequently nonmotors neurological/cognitive symp-

toms” are intellectual disorders, learning disorders,

attention deficit hyperactivity disorder (ADHD),

behavioral problems, visual/hearing impairments,

speech, and language issues (dysarthria), sensory

impairments/pain, seizures, epilepsy and others.

“CP” can be managed, but there are no solutions

for total cure. The current goal is reducing symptoms

and limit brain damage, there is hope with stem cell

therapy [54].
� “Muscular dystrophy (MD)” as a group of diseases

that result in increasing weakening and breakdown of

skeletal muscles over time. The disorders differ in

which muscles are primarily affected, degree of weak-

ness, speed of worsening, and when symptoms begin

to affect at the patient. Many people eventually

become unable to walk or develop problems with

other organs. There are several different types of

“muscular dystrophy.” “Muscle weakness” is a hall-

mark of each type. But the symptoms can vary and

start at different ages [55]. The “MD basic symptoms

can be divided in motor and nonmotor”:

x “Typical motor symptoms” are: trouble walking,

difficult raising the front of their foot (known as

foot droop), frequently falling, curved spine (scoli-

osis), swallowing problems, with time they become

weaker and weaker, losing the ability to sit, walk,

and lift objects. Because the disease can also affect

muscles in the heart and lungs, shortness of breath

and abnormal heart rhythms can occur.

x “Frequently nonmotor neurological/cognitive

symptoms” are mild intellectual impairment, learn-

ing disabilities, behavioral problems, daytime

sleepiness, and others.

Actually, there is no cure for MD. Physical ther-

apy, orthotics, and corrective surgery may help with

some symptoms.
� “Multiple sclerosis (MS)” is a condition when the insu-

lating covers of nerve cells in the brain and spinal

cords are damaged, this is why is also known as

“demyelinating disease.” This damage impairs the

conduction of signals in the affected nerves, reducing

the conduction ability causing deficiency in sensation,

FIGURE 1.14 Some neurologic diseases with nonmotor cognitive symptoms.
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movement, cognition, or other functions depending on

which nerves are involved [56]. The “MS basic symp-

toms can be motor and nonmotor”:

x “Typical motor symptoms” are stiff muscles and

spasms, sudden involuntary movements known as

spasticity, trouble with walking, some degree of

tremor, or uncontrollable shaking,

x “Frequently nonmotor neurological/cognitive

symptoms” are:

� “Cognitive difficulties” as memory loss, attention

and concentration issues, difficulty processing

information, trouble planning and prioritizing,

and verbal fluency issues (word recall).

� “Vision problems” as potential blurred vision,

loss of normal color vision, blindness in one

eye, a dark spot in the field of vision, double

vision, and uncontrolled eye movements.

� “Fatigue” from doing simple things, people

with MS may also experience mental fatigue

from depression.

� “Pain” as burning, aching, and tingling “pins

and needles” are also common around the body.

There is not yet a cure for “MS,” there are only

many effective medications to help manage the

disease.
� “Parkinson’s disease (PD)” is a progressive nervous

system disorder that affect movement and present

other symptoms, that can be different for everyone

and the exact cause of this damage is still unknown

[57]. The “PD basic symptoms can be motor and

nonmotor”:

x “Typical motor symptoms” are tremors/shaking in

the limbs, rigidity known as “muscle stiffness,”

slowness of movements known as “bradykinesia,”

and postural instability including impaired balance

and/or difficulty standing or walking.

x “Nonmotor neurological/cognitive symptoms” are

fatigue, digestive issues, sleep problems, cognitive

changes including memory difficulties, slowed

thinking, confusion, impaired visual-spatial skills

such as getting lost in familiar locations, and

dementia.

Parkinson’s disease cannot be cured, medications

and surgeries might significantly improve their symp-

toms for some time.
� “Traumatic brain injury (TBI)” is a complex injury

with a broad spectrum of symptoms. Since the brain

defines who we are, the consequences of a brain injury

can affect all parts of the life “TBI” patients, including

personality. Injury specific areas of the brain will

cause certain symptoms. For example, injury in the

“frontal lobes” will cause loss of higher “cognitive

functions,” such as loss of inhibition showing inappro-

priate social behavior. If the injury is in the

“cerebellum” then it will cause loss of coordination,

balance, etc. The “TBI basic symptoms can be motor

and nonmotor”:

x “Typical motor symptoms” are loss of conscious-

ness, repeated vomiting or nausea, convulsions or

seizures, weakness in fingers and toes, loss of

coordination, and others.

x “Nonmotor neurological/cognitive symptoms” are

profound confusion, agitation/combativeness or

other unusual behavior, slurred speech, coma and

other disorders of consciousness

No two brain injuries are alike, and the conse-

quences of two similar injuries may be quite different.

Beside the “loss of consciousness (LOC),” commonly

a person does not realize that a brain injury has

occurred, symptoms may appear right away, or may

not be present for days or weeks after the injury.

Recovery is a functional aspect, based on a mechanism

that remains uncertain [58].
� “Brain tumors” also known as “intracranial neo-

plasm” occur when abnormal cells form within the

brain. Two types of “brain tumors” exist: “malignant

(cancerous)” and “benign tumors.” The symptoms

vary depending on the part of the brain affected; the

“general signs and symptoms can basic be divided in

two motor and nonmotor [59]:

x “Typical motor symptoms” are present, these could

be headaches, seizures or convolutions, vomiting,

and more specific problems include difficulty in

walking and balance, fatigue, sleep problems,

repetitive movements, and others.

x “Nonmotor neurological/cognitive symptoms” are

changes in sensation, vision, smell, hearing, per-

sonality, memory changes, changes in emotional

state, and more.

Brain tumors treatments are surgery to remove

the brain tumor, radiation therapy applying a high-

powered ray to damage cancer cells and stop them

from growing, and chemotherapy using of drugs to kill

cancer cells.
� “Spinal cord injury (SCI)” occurs when signals

between your brain and body are disrupted. These

cause problems such as weakness and paralysis. The

spinal cord is a bundle of nerves carrying signals

back and forth between the body and the brain. The

most common injuries are when pieces of vertebrae

tear cord tissues or press down on the nerve parts that

carry signals, others occur with fractures or disloca-

tion of vertebrae [60]. The lowest normal part of

your “spinal cord” is referred to as the neurological

level of your injury. The severity of the injury is

often called “the completeness” and is classified as

either of the following: “Complete” if all sensory

feeling and all abilities to control movement as a
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motor function are lost below the spinal cord injury,

and “Incomplete.” If “SCI” presents some motor or

sensory function below the affected area. The “gen-

eral signs and symptoms can basic be divided in two

motors and nonmotor”:

x “Typical motor symptoms” are: loss of movements

identified as “tetraplegia or quadriplegia” if a

paralysis is present in trunk, both arms, both

legs and pelvic organs are all affected, and

“Paraplegia” if paralysis is present part of the

trunk, legs and pelvic organs.

x “Nonmotor neurological/cognitive symptoms” are

loss of sensations in hands, fingers, feet or toes,

anxiety, depression, pain, and others.

There is no treatment to reverse damage to the

SCI, but there is hope on stem cell research.
� Others neurologic diseases and lesions as: stroke, dia-

betes mellitus, seizures disorders, Guillain-Barré syn-

drome, Post-Polio syndrome, and many others that

present motor symptoms and nonmotor neurological

or cognitive symptoms.

“Neuroscience” and “Cognitive Science” has help in the

success of today’s “AI” algorithms as “DL” in building a sys-

tem that mirrored the simulations of the human brain

known today as “Artificial Neural Networks (ANNs)” and

“AI” is going to help more applying the Architecture frame-

work of AI-Cognitive Computing Agents System (AI-CCAS)

to evaluate, detect, analyze, classify and forecast nonmotor

neurological/cognitive symptoms present in many neurolog-

ical diseases. In Chapter 7, Cognitive Learning and

Reasoning Models Applied to Biomedical Engineering, see

“Cognitive Learning and its relationship with neuroscience

of reasoning proposed as Cognitive Learning-Reasoning

(CL&R) using Cognitive Computing (CC).”

1.7.1 The near future of neuroscience, cognitive

science, and AI-ML-DL-CC

There is a boom on “DL application using mathematical

algorithms for different types of ANNs” because they are

based on the design of individual neurons that are con-

nected across multiple neurons creating paths for proces-

sing complex concepts. But “ANNs” are still a simplified

model of the biological human brain with the only objec-

tive of detect and classify patterns in images and text, it

acquires knowledge through learning, and stores this

knowledge by adjusting the weights within the network

making this process too slow when multiple layers led to

increase training time and accurate. Then, it is needed to

run “ANNs algorithms” on special powerful processor as

the “Nvidia GPUs” for fast processing and even in some

ANN algorithms are necessary to use high-performance

parallel computing on GPUs as “NVIDIA CUDA.” This

evolution seems to point in the direction of revolutionaries’

new software technologies based in “new AI learning meth-

ods” and “new auto-configurable hardware” needed to

develop “living biohybrid systems.” Some examples are:

� New AI learning software:

x “AI-ML-DL-CC” can be used to better simulating

of brain behaviors, so that “cognitive neuroscien-

tists” can test using “Cognitive Computing Agents

Systems” as the one shown in Fig. 1.13, where their

“AI models” can produce outputs which agree with

the responses given by biological neural networks

to evaluate patients with neurological disorders.

x Associative Structures method can be used as AI

learning model. Where “Associative Structures”

are created by the human brain, when many related

views that a person learns to associate one thing

with another due to a previous experience with it.

With the results, “cognitive psychologists” can

explore ideas of association of ideas that can be

explained in terms of an associative structure tests

evaluated by “Architecture framework of AI-

Cognitive Computing Agents System (AI-CCAS).”

x Connectionism technique can be used studied as

a base for a new AI learning model. Where

“Connectionism” is the theory that all mental pro-

cesses can be described as the operation of inherited

or acquired bonds between stimulus and response

evaluated by “Architecture framework of AI-

Cognitive Computing Agents System (AI-CCAS).”

x Transfer learning also known as Inductive learning

can be further improved applied on AI-ML-DL-

CC, where “Transfer Learning” is when a system

focuses on storing knowledge gained while solving

one problem and apply it to a different related

problem. Some actual examples are the transfer

learning with image data that can be downloaded

and incorporated directly into new models that

expect data input as [61]: Oxford VGG Model

[62], Google Inception Model [63], Microsoft

ResNet Model [64], Caffe Model Zoo [65], the

development of progressive Neural Network for

transfer learning [66], etc.

x And many other new learning models techniques

that are continuously evolving.
� New auto-configurable architecture hardware:

x “Neural network computer” has a computer archi-

tecture in which a number of “Neural Network

Processors (NNP)” are interconnected in a manner

suggestive of the connections between neurons in a

“human brain” with variable software connections

as serial and/or parallel. Where the traditional RAM
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digital memory is replaced by “threshold memory

based on ANN” as the “Neural Turing Machine” or

“Differentiable Neural Computers” or “Liquid State

Machine based on Spiking Neural Network” or

other. “Neural network computer” is able to learn

by a process of trial and error, and many other rea-

soning methods as explained in Chapter 7,

“Cognitive Learning and Reasoning Models Applied

to Biomedical Engineering,” of this book.

x Biomolecular computers that use systems of biologi-

cally derived molecules such as “DNA and proteins”

to perform computational calculations involving

storing, retrieving, and processing data. The devel-

opment of biocomputers has been made possible by

the expanding new science of “nanobiotechnology,

as the DNA computers,” that has “biomolecular

components” rather than standard artificial hardware

using silicon chips in computer technology. In place

of traditional binary code, “DNA computing” utilizes

the four-character genetic alphabet, which consists

of: A—Adenine, G—Guanine, C—Cytosine, and T—

Thymine) [67],

x “Living biohybrid systems” defined as a system

that have configurable hardware, that can connect

and exchange information between biological sys-

tems, like neurons in the brain, and human-made

electronic to help in “AI models” to develop new

applications needed for Cognitive Science and

Neuroscience [68].

x And many others at the development stage as the

Quantum computer. Where Quantum computing is

the amalgam of Physics, Mathematics, and Quantum

Mechanics that exploits the collective properties of

quantum states, such as superposition, interference,

and entanglement, to perform computation. The

devices that perform quantum computations are

known as quantum computers [69].

Cognitive science and neuroscience have evolved over the

years, and recently they have started to intersect. This is very

useful for the development of new Biomedical Engineering

solutions applying tools based on Artificial Intelligence�
Machine Learning�Deep Learning�Cognitive Computing (AI-

ML-DL-CC). Their evolution seems to point in the direction of

revolutionary new software technologies based on “new AI

learning methods” and “new auto-configurable hardware,”

such as “neural network computers,” “biomolecular compu-

ters,” “living biohybrid systems,” and others that are currently

in research and development. The concept of “Cognitive

Learning and its relationship with the neuroscience of reason-

ing—proposed as Cognitive Learning-Reasoning (CL&R)—

”will be easier and faster to implement.
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Chapter 2

Introduction to Cognitive Science,
Cognitive Computing, and Human
Cognitive relation to help in the solution
of Artificial Intelligence Biomedical
Engineering problems

2.1 Introduction

The analysis for applying multidisciplinary engineering

principles of medicine and biology for health purposes for

body injuries, illness, and neurological disorders can be

separated by the typical symptoms of these disorders.

They are generally divided into: “motor symptoms related

to movement disorders” and “nonmotor symptoms related

to cognition and no related to movement disorders,”

where:

� “Motor symptoms” are the human body movement dis-

orders of the patients, that can be subclassified as:

“motor” that are directly related to movement, and

“secondary motor” when they are consequences of

movement disorders [1]:

x “Motor*”: tremors (shaking in the limbs), rigidity

(muscle stiffness), bradykinesia (slowness of

movements), postural instability (impaired balance

or difficulty standing or walking), and others.

x “Secondary motor*”: hypomimia (loss of facial

expressions), freezing of gait or shuffling gait,

unwanted accelerations in body movements and

speech, dystonia (involuntary muscle contractions),

speech difficulty, and others.

Note*: The “motor” and “secondary motor” symptoms

were studied in my book [2]: “Applied Biomechatronics

Using Mathematical Models,” which provides an appro-

priate methodology to detect and measure diseases and

injuries relating to human kinematics and kinetics. It fea-

tures mathematical models that, when applied to engineer-

ing principles and techniques in the medical field, can be

used in assistive devices that work with bodily signals. It

is shown Fig. 2.1A.

� “Nonmotor symptoms” refer to all the other human dis-

orders that are present in patients with body injuries or

neurologic diseases, that are not related to movement

disorders. These “nonmotor symptoms” can be subclas-

sified as: “cognitive changes (affecting the way the

think, behavior, and mental status)” and “specific non-

motor symptoms changes,” where:

x “Cognitive changes” can be detected as memory

difficulties, slow thinking, confusion, misbeliefs,

dementia, mood alteration, psychotic problems,

and many other alterations on human cognition.

x “Specific nonmotor symptoms changes” are fatigue,

digestive issues, sleep problems, orthostatic hypo-

tension, increased sweating, increased drooling,

pain, hyposmia (reduce sense of smell), melanoma,

and many others.

The “nonmotor symptoms” and “others physical and mental

changes” are studied as “cognitive changes” analysis in this

book under cognitive computing. As well as general body

injuries, illness and disorders are the focus of this book:

“Applied Biomedical Engineering Using Artificial Intelligence

and Cognitive Models,” as shown in Fig. 2.1B).

Note: It is important to mention that is not necessary

to read the books in sequence, but I will make some refer-

ence to the other book when is necessary to avoid the
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duplication of explanations of concepts, themes, and

figures

The main goal of this book is based on the following

hypothesis:

“If we understand how the developed brain achieves

cognitive abilities, and how the functional interactions

between the distributed brain regions work to produce the

sophisticated human cognitive systems, we could develop

someday more realistic models based on Artificial

Intelligence (AI) algorithms to detect cognition abnormalities

in the human brain compared with normal cognition, and

find ways to understand and evaluate injured neurologic

human systems with the goal to help find better solutions to

stop the progression, and improve prognosis of many neuro-

logic diseases that still don’t have cures.”

2.2 Brain, spinal cord, and nerves

The “motor symptoms detected as movement disorders”

were studied in my previous book: “Applied

Biomechatronics Using Mathematical Models,” in “Chapter

2, Introduction to Human Neuromusculoskeletal Systems”

[3]. It can be a summarized as “the study of different meth-

ods to obtain mathematical models and apply them to evalu-

ate human motion, taking into account the effect of how the

human processes information and acts when it needs to

make body movements, based on the interaction between

different organs systems,” such as the “nervous system”

and “musculoskeletal system.”

� “Nervous system” is integrated by the “central nervous

system (CNS)” and “peripheral nervous system

(PNS),” where:

x “CNS” consists of the “brain and the spinal cord.”

x “PNS” consists of “sensory nerves and the sense

organs.”
� “Musculoskeletal system” integrated by “skeletal sys-

tem” and “muscular system”:

x “Skeletal system” is composed of bones and

joints in the body, including bones, cartilage, and

ligaments.

x “Muscular system” is composed of muscles of

three kinds: skeletal, smooth, and cardiac.

In general, the “nervous and musculoskeletal sys-

tems*” control how the skeletal system and the muscular

system work together as the framework for the body, and

provide orders for the movements that are controlled by

the nervous systems through the “CNS” and “PNS.”

Note*: See more information in the book: “Applied

Biomechatronics Using Mathematical Models,” especially

in: “Chapter 5, Methods to Develop Mathematical Models:

Traditional Statistical Analysis” [4] and “Chapter 6,

Application of Mathematical Models in Biomechatronics:

Artificial Intelligence and Time-Frequency Analysis” [5].

The “nonmotor symptoms” specially the “cognitive

changes” that affect the way of thinking, behavior, and

FIGURE 2.1 Injuries and neurologic diseases are studied in two books: (A) motor symptoms in “Applied Biomechatronics Using Mathematical

Models”; and (B) nonmotor cognitive systems in “Applied Biomedical Engineering Using Artificial Intelligence and Cognitive Models.”
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mental status are studied in this chapter. We will intro-

duce “Jean Piaget’s theory of cognitive development,”

which suggests, along with the discussions of many other

researchers [6�8], that children move through basically

four different stages of mental development [9]: “sensori-

motor stage,” “preoperational stage,” “concrete opera-

tional stage,” and “formal operational stage.”

� “Sensorimotor stage” from birth to 2 years. In this first

stage for cognitive development they “acquire knowl-

edge through sensory experiences and the basic

manipulation of objects” using basic human senses,

motor responses, and basic reflexes.
� “Preoperational stage” from age 2 to 7. In this second

stage they develop “language, and concentrate on the

world around them, applying basic logic principles,”

begin taking the point of view of other people, and

gain a basic understanding of consistency with their

ideas.
� “Concrete operational stage” from age 7 to 11. Here

they begin to using “inductive logic or reasoning”

based on specific information available; their thinking

becomes more logical and organized in concrete events.
� “Formal operational stage” from age 12 and up. In

the final stage they gain the “ability to thinking about

abstract ideas and situations,” which is the key hall-

mark of the formal operational stage of “cognitive

development.”

These “uniquely human abilities are made possible by

a protracted trajectory of brain development and learning

over the first two decades of life [10] and continue with

the formation of neural pathways and cognition levels

during our life” [9].

In this book we concentrate on the general way in injuries,

diseases and specific on “nonmotor cognitive symptoms”

based and neurological diseases disorders that generate

“cognitive decline,” as illustrated in upper of Fig. 2.1, to

study how and where the “cognitive functional brain net-

works” execute orders for: “language,” “reasoning and gen-

eral cognitive control” [11] and how to evaluate them

based on methods of “mathematical algorithms from

Artificial Intelligence (AI), Machine Learning (ML), Deep

Learning (DL), and Cognitive Computing (CC).”

2.3 Neurons and neural pathways
in cognition

Different kinds of “neurons” and their “neural pathways”

are used for “language,” “reasoning,” and “general cog-

nitive control” in the human being. When each “neuron

eventually comes a neural pathway, these pathways play

a very large role in the way we perceive and act in differ-

ent situations.” These “human behaviors and responses

are known as cognition”; they are the result of how the

preexisting pathways process the information, and their

undeniable ability to reshape themselves under different

circumstances. These actions direct the importance of

studying the relation between “Neurons and cognition,”

“Neural pathways and cognition,” and one special group

of “Neurotransmitter disorders” identified as “Dopamine

pathways and cognition.”

2.3.1 Neurons and cognition

The “neuron” is a specialized “cell” known as the basic

unit of the “nervous system.” A typical neuron consists of

a “dendrite,” a cell body known as the “soma,” “axon

hillock,” “axon,” and “axon terminals,” as shown at the

top of Fig. 1.6A. A “type I synapse provides an excitatory

connection” between one “axon terminal” of a neuron to

the “dendrite” of another neuron. The other “type II inhib-

itory connection of synapses” is typically located on a cell

body. The cell that sends out information is called a “pre-

synaptic neuron,” and the cell that receives information is

known as a “postsynaptic neuron” [3], as shown in

Fig. 2.2A. It is important to mention that there are more

specialized types and subtypes of “neurons” that form an

extensive “neuron taxonomy”; a good resource is the digi-

tal database that can be found on the website

“NeuroMorpho.org” [12]. One practical reason is that the

differences between them could explain why certain dis-

eases only harm a certain population of “neurons” [13].

The “neuron’s function” is based on two kinds of activi-

ties: “electrical” and “chemical.”

� “Electrical activity is used to transmit signals within

neurons.” “Neurons” employ electrical signals to relay

information from one part of the neuron to another.

“Within a single neuron, information is conducted via

electrical signaling.” When a “neuron” is stimulated,

an electrical impulse, called the “action potential,”

moves along the “neuron axon,” which is a long

threadlike part of a nerve. The “action potential”

enables signals to travel very rapidly along the

“neuron.”
� “Chemical activity is used to transmit signals between

neurons through a small gap that separates neurons,

known as synapse,” as shown in Fig. 2.2A. These trig-

ger the release of “neurotransmitters” which carry the

impulse across the “synapse to the next neuron.” Once

a nerve impulse has triggered the release of “neuro-

transmitters,” these “chemical messengers” cross the

tiny “synaptic gap” and are taken up by specialized

receptors on the surface of the next cell, as indicated

at the bottom of Fig. 2.2A. This process converts the
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chemical signal back into an electrical signal. If the

signal is strong enough, it will be propagated down to

the next neuron by an “action potential” until once

again it reaches a “synapse” and the process is

repeated once more.

“Synapse”s are located throughout the “brain” and

“nervous system” and refer to the junction between two

neurons. They behave as a sort of “relay station” where a

message in the form of a chemical “neurotransmitter” is

passed from one “neuron or nerve fiber” to the next, or

between the “neuron and the muscle or gland” the mes-

sage is aimed at. On average, each “neuron has around

1000 synapses and depending on its type can have from

just one to more than 1000 synapses.”

“Neurotransmitters” are chemicals that transmit sig-

nals from a “neuron” to a “target cell” across a “syn-

apse.” There are different types of these small molecules

manufactured in different kinds of “axon terminals.” The

major classes of them include “amino acids,” “peptides,”

and “monoamines.” Some important “neurotransmitters”

are shown in Fig. 2.2A: “acetylcholine,” “dopamine,”

“serotonin,” “gamma-aminobutyric acid,” “glutamate,”

“epinephrine or adrenaline and norepinephrine,” “endor-

phins,” and others. The specific function of each “neuro-

transmitter” is as follows:

� “Acetylcholine (Ach)” is used by the “CNS” and

“PNS” to cause muscle contraction, and many “neu-

rons in the brain to regulate memory.” In most

instances, “Ach” has an “excitatory function,” and it is

one of many “neurotransmitters” in the “autonomic

nervous system,” and the only “neurotransmitter” used

in the motor division of the “somatic nervous system.”
� “Dopamine (DA)” is produced in few areas of the

brain, including the “substantia nigra” and the “ven-

tral tegmental area,” which is a group of “neurons”

located close to the midline on the floor of the “mid-

brain” or “mesencephalon,” as indicated in Fig. 2.2B.

“DA” is also a “neurohormone” released by the “hypo-

thalamus,” and it has important roles in “behavior and

cognition, voluntary movement, motivation, punish-

ment and reward, sleep, mood, attention, working

memory, and learning.”
� “Serotonin (5-HT)” is a monoamine “neurotransmit-

ter,” usually found in the “gastrointestinal tract,”

“platelets,” and the “CNS.” This chemical is also

known as the “happiness hormone,” because it arouses

feelings of pleasure and well-being. “Low levels of

serotonin are associated with increased carbohydrate

cravings, depression or other mood symptoms, sensory

perceptions, sleep deprivation, and hypersensitivity to

pain.”
� “Gamma-aminobutyric acid (GABA)” is the major

inhibitory “neurotransmitter” in the brain. It is impor-

tant in producing sleep, reducing anxiety, and forming

memory. “The primary role of GABA is to slow down

neuron activity.”
� “Glutamate (Glu)” is the most abundant excitatory

neurotransmitter in the vertebrate nervous system.

“Glu is also the major excitatory transmitter in the

FIGURE 2.2 (A) Two neurons joined by type I excitatory synapse, and some major neurotransmitters released during the process. (B) The three

major regions and some of their components in the brain: forebrain, midbrain, and hindbrain.
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brain, and the major mediator of excitatory signals in

the mammalian central nervous system. It is involved

in most aspects of normal brain function, including

cognition, memory, and learning.”
� “Epinephrine or adrenaline (Epi) and norepinephrine

(NE),” these are separate but related hormones

secreted by the medulla of the “adrenal glands.”

These chemicals are also produced at the ends of sym-

pathetic nerve fibers, where “they serve as chemical

mediators for conveying the nerve impulses to effector

organs. They are responsible for concentration, atten-

tion, mood, and both physical and mental arousal.”
� “Endorphins” are produced by the “pituitary gland”

and the “hypothalamus” in vertebrates during exercise,

excitement, pain, consumption of spicy food, love, and

orgasm. “Endorphins contribute to the feeling of well-

being and act similarly to opiates. They are also

known to reduce pain and anxiety.”

“We can deduce that any malfunction of synapses affects

the creation and transition of neurotransmitters’ effects, as it

can affect the order sent by the brain leading to many cog-

nitive alterations. They are reflected as multiple symptoms

in neurologic disorders” [14].

2.3.2 Neural pathway and cognition

A “neural pathway” is a bundle of “axons” that connects

two or more different neurons, facilitating communication

between them. These “cells make an up a massive net-

work of specialized cells that transmit messages from

one part of the body to another, creating complex inter-

connected circuits, that can function independently with

parallel processing capability.” These “neural pathways”

can be of three types, “motor pathways,” “sensory path-

ways” and “inter-neurons that connect neurons together”.

Where:

� “Motor pathways” are “descending efferent nerve

pathways,” and they travel from the “CNS to an effec-

tor organ, muscle, or gland.”
� “Sensory pathways” are “ascending afferent nerve

paths,” and travel from the “sensory receptor in the

skin, muscles, and tendons to the CNS.”

A “neural pathway” connects one part of the “nervous

system” to another using bundles of “axons” called

“tracts.” The “tracts” are named according to their origin

in the first half of the term and its termination in the last

half term, for example, the “spinothalamic tract” begins

in the spinal cord and ends in the thalamus, the “corti-

cospinal tract” begins in the cerebral cortex and finishes

in the spinal cord, etc. The majors “neural pathways” are:

“arcuate fasciculus,” “cerebral peduncle,” “corpus callo-

sum,” “pyramidal tracts,” “medial forebrain bundle,”

“dorsal column-medial lemniscus pathway,” and “retino-

hypothalamic tract” [15].

� “Arcuate fasciculus” is the neural pathway connecting

the posterior part of the “tempoparietal junction” with

the “frontal cortex” in the brain. The “arcuate fascicu-

lus” helps in cognition by connecting areas of the

brain involved in the generation and understanding of

language; damage of this pathway can cause a form of

“aphasia,” where auditory comprehension and speech

articulation are preserved, but people find it difficult

to repeat heard speech.
� “Cerebral peduncle.” The three common areas involved

are: “brain cortex,” “spinal cord,” and “cerebellum.”

“Cerebral peduncle” helps in cognition by assisting in

the refined motor movements, including learning new

motor skills and converting proprioceptive information

into balance and posture maintenance.
� “Corpus callosum” connects the left and right cerebral

hemispheres and facilitates interhemispheric commu-

nication. It is the largest white matter structure in the

brain. The “corpus callosum helps in cognition by

transferring motor, sensory, and cognitive information

between the brain hemispheres.”
� “Pyramidal tracts” contain exclusively “motor axons.”

They actually consist of two separate tracts in the spinal

cord: the “lateral corticospinal tract” and the “medial

corticospinal tract.” “Pyramidal tracts lead to the

understanding of why in the most part, one side of the

body is controlled by the opposite side of the brain.”
� “Medial forebrain bundle (MFB)” is a neural pathway

containing fibers from the “basal olfactory regions,”

“peri amygdaloid region,” and the “septal nuclei,” as

well as fibers from “brainstem regions,” including the

“ventral tegmental area.” The “MFB” is one of the

two major pathways connecting the “limbic fore-

brain,” “midbrain,” and “hindbrain,” as indicated in

Fig. 2.2B [16]. “MFB is a part of the reward system,

involved in the integration of reward and pleasure

[17]. Electrical stimulation of the medial forebrain

bundle is believed to cause sensations of pleasure.”
� “Dorsal column-medial lemniscus pathway (DCML)”

is also known as the “posterior column-medial lemnis-

cus pathway (PCML).” “DCML is a sensory pathway

of the central nervous system that conveys sensations

of fine touch, vibration, two-point discrimination, and

proprioception (position) from the skin and joints.”
� “Retinohypothalamic tract” transmits information on

light levels from the “eyes” to the “hypothalamus.”

“The retinohypothalamic tract is a photic neural input

pathway involved in the circadian rhythms of mam-

mals” [18].
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Note*: For more information on other neural path-

ways, see the “kenhub library” website [19].

A summary of the seven major pathways in the human

body that affect “cognition” are shown in Fig. 2.3.

“Studying and analyzing the neural pathways, and their cog-

nitive effects will help to understand, measure, and predict

progression to develop effective treatment in neurodegenera-

tive diseases. The development of therapies targeting the next

site of the disease will hopefully stop their progression [20].”

2.3.3 Dopamine pathways and cognition

“Dopamine” is one of the most important “neurotransmit-

ters” in the human body that has “many different func-

tions, achieved by traveling to areas in the brain and the

human body to transport important information,” such as

executive thinking, cognition, feelings of reward and plea-

sure, and voluntary motor movements. These pathways

are frequently affected by “neurologic diseases” and they

are known as “dopamine pathways.” There are eight

“dopamine pathways” and the four major ones are “meso-

cortical,” “mesolimbic,” “nigrostriatal,” and “tuberoin-

fundibular” [21]:

� “Mesocortical pathway” is a “neural pathway” that

connects the “ventral tegmentum” to the “brain cor-

tex,” particularly the “frontal lobes,” via projections to

the “prefrontal neocortex,” “limbic cortex,” and “hip-

pocampus.” “Mesocortical pathway is essential to the

normal cognitive function of the dorsolateral prefron-

tal cortex (part of the frontal lobe),” and is thought to

be involved in motivation, emotional response, poor

concentration, and the inability to make decisions; it

could be associated with the negative symptoms of

schizophrenia, which include avolition (inability to

initiate any action), alogia (lack of speech), and flat

affect (lack of emotional response).

� “Mesolimbic pathway” connects the following brain

structures: “ventral tegmental area,” “nucleous accum-

bens,” “amygdala,” and “hippocampus”:

x “Ventral Tegmental Area (VTA)” is a part of the

“midbrain” and consists of: “dopamine,” “GABA,”

and “glutamate” neurons [22].

x “Nucleous Accumbens” is in the “ventral stria-

tum” and is composed of “medium spiny neurons”

[23]. It is subdivided into “limbic and motor sub-

regions” known as the shell and core. In the

“nucleous accumbens” pathway, the “medium

spiny neurons” receive input from both the “dopa-

minergic neurons” of the “VTA” and the “gluta-

matergic neurons of the hippocampus, amygdala,

and medial prefrontal cortex.” When they are

activated by these inputs, the “medium spiny neu-

rons’ projections” release “GABA” (neurotrans-

mitter for producing sleep, reducing anxiety, and

forming memory) into the “ventral pallidum.”

FIGURE 2.3 Summary of seven major neural pathways in the human body that affect cognition.
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The release of “dopamine” in this structure drives

the “mesolimbic system.”

x “Amygdala” is a large nuclear mass in the temporal

lobes anterior to the “hippocampus.” “The amyg-

dala has been associated with the assignment of

emotions, especially fear and anxiety.”

x “Hippocampus” is located in the medial portion of

the temporal lobes. “It is known for its association

with memory.”
� “Nigrostriatal pathway” is a neural pathway that con-

nects the “substantia nigra” with the “striatum.”

“Nigrostriatal pathway” is particularly involved in the

production of movement, as part of a system called

the “basal ganglia motor loop.” “Loss of dopamine

neurons in the substantia nigra is one of the main

pathological features of ‘Parkinson’s disease,’ leading

to a marked reduction in dopamine function in this

pathway.” The symptoms of the disease typically do

not show themselves until 80%�90% of dopamine

function has been lost. These movement disorders may

include spasms, contractions, tremors, motor restless-

ness, parkinsonism, and tardive dyskinesia (irregular/

jerky movements) [24].

� “Tuberoinfundibular pathway” is neural pathway

that begins in the “arcuate and periventricular nuclei

of the hypothalamus,” and project to the “infundibular

region of the hypothalamus,” specifically the

“median eminence.” “Tuberoinfundibular pathway”

malfunction can increase “blood prolactin levels

(hyperprolactinemia)” and produce abnormal lactation,

disruptions to the menstrual cycle in women, visual

problems, headache, and sexual dysfunction.

A summary of the main dopamine pathways inside the

brain that affect the human cognition is shown in Fig. 2.4.

The “neurotransmitter dopamine pathways” play an impor-

tant role in pleasure/reward, and within the “mesolimbic

pathway,” “dopamine” also plays important roles in hor-

mone release, cognition, and movement, as well as affect-

ing the release of “GABA”. Research has shown that “brain

neurotransmitter pathway” deficiencies contribute to hun-

dreds of health problems, such as pain, blood sugar pro-

blems, immune disorders, digestive dysfunction, movement

disorders, anger, depression, anxiety, memory, attention

deficits, and many others. “All of these symptoms are

reflected in neurologic disorders, and thus again we came

to the conclusion that if the neural pathways could be eval-

uated and measured, we would be able to find new biomar-

kers for neurologic diseases.”

2.4 Cognitive science

As defined in Section 1.6, “Cognitive science (CoSi) is the

interdisciplinary scientific integration that studies the mind

and its processes.” It examines the nature, tasks, and the

functions of human cognition as the process of acquiring

FIGURE 2.4 The four main dopamine pathways inside the brain that affect cognition: mesocortical, mesolimbic, nigrostriatal, and

tuberoinfundibular.
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knowledge and understanding through thought, experience,

and the senses. “CoSi” is the objective of developing theo-

ries about humans: perception, action, memory, attention,

reasoning, decision-making, language use, and learning. To

achieve the integration of these requires the use of many

multidisciplinary sciences, such as philosophy, psychology,

anthropology, biology, computer science through artificial

intelligence, linguistics, neuroscience, education, and math-

ematics. Their relationship with cognition is shown in

Fig. 2.5, and are as follows:

� “Psychology studies the human mind and its functions,

while cognitive psychology tries to make functional

models of the mind.” Psychologists often define learn-

ing as a relatively permanent change in behavior as a

result of experience Then, we can deduce basic models

based on: “trail-and-error learning,” “behavioral

learning,” “insight learning,” “cognitive learning,”

and others. Each basic model of learning is described

as follows:

x “Trail-and-error learning” is a problem-solving

method in which multiple attempts are made to

reach a solution. It is a basic method of learning

that essentially all organisms use to learn new

behaviors. The “trial-and-error approach” is used

most successfully with simple problems and in

games, and it is often the last resort when no

apparent rule applies. This does not mean that the

approach is inherently careless, for an individual

can be methodical in manipulating the variables

in an attempt to sort through possibilities which

could result in success. Nevertheless, this method

is often used by people who have little knowledge

in the problem area.

x “Behavioral learnings” can be of three major types

[25]: observational, classical conditioning, and

operant conditioning.

2 “Observational learning” is when learning

occurs through observations and imitation of

others’ behaviors. On this type of learning

four actions are essential: attention, motor

skills, motivation, and memory.

2 “Classical conditioning, also known as

Pavlovian or respondent conditioning,” is

when learning is based on the association of a

previously neutral stimulus and a stimulus

that naturally evokes a response.

2 “Operant conditioning” is a learning process

in which the probability of response occurring

is increased or decreased due to reinforcement

or punishment.

x “Insight learning, also known as Gestalt theory of

learning,” is when a spontaneous understanding of

relationships produces a solution to a problem.

This is like a flash of understanding without any

process of trial and error.

x “Cognitive learning” is learning based on a

sequence of process: observing, categorizing, and

forming generalizations about the phenomenon.

This type of learning leads to “comprehension”

allowing understanding of the topic and how to fit

in other elements, “memory” allows the storing of

methods and their recall, and its application is in

developing problem-solving skills for new

situations.

� “Biology” studies the living organism and cognition

focuses on the survival of organisms and species.

FIGURE 2.5 Cognitive science is an interdisciplinary integration encompassing philosophy, psychology, anthropology, biology, computer science

through artificial intelligence, linguistics, neuroscience, education, and mathematics.
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There are two theories that explain the cellular basis

of “learning and memory”: nucleotide rearrangement

theory and cellular modification theory [26]:

x “Nucleotide rearrangement theory” states that

chemical changes in the body are linked to learn-

ing. More and harder training results in lower pos-

sibilities of forgetting and memory deterioration as

their cortical RNA (ribonucleic acid*) increases.

However, when RNA synthesis is inhibited, mem-

ory becomes impaired.

x Note*: RNA (ribonucleic acid) is a nucleic acid

present in all living cells. Its principal role is to

act as a messenger carrying instructions from

DNA for controlling the synthesis of proteins.

x “Cellular modification theory” focuses on habitua-

tion, sensitization, and conditioning in relation to

learning and memory. The researchers found that

the increase in the release of neurotransmitters

results in faster response rates of the sensory-motor

neurons synapses. This, in turn, leads to condition-

ing and sensitization. However, low levels of neu-

rotransmitters result in slower synaptic responses,

leading to habituation.
� “Education” is the process of receiving or giving sys-

tematic instruction. Whereas in cognitive science it is

related to the research and finding of ways to improve

education, because “cognition refers to mental activity

including thinking, remembering, learning, and using

language.” When we apply a cognitive approach to

learning and teaching, we focus on the understanding of

information and concepts. The role of education and

intellectual activity on human cognition is very impor-

tant across our life [27]. Cognitive enrichment early in

life may account for some of the variation in cognitive

ability in adulthood. Consistently, higher educational

attainment is associated with greater levels of cognitive

performance. Therefore cognition in adulthood might

reflect continued engagement with cognitively complex

environments, as well as with a reduced risk of demen-

tia and Alzheimer’s disease [28].
� “Neuroscience” studies the development and function

of the nervous system, which includes the brain, spinal

cord, and nerve cells throughout the body, whereas

“cognition covers the relationship between the mind

and the brain.” In the human brain there are two

places directly related to “learning and memory”: the

“hippocampus and mediodorsal thalamus.”

x “Hippocampus” is situated in the medial temporal

lobe (one in each hemisphere) and is responsible for

the consolidation of “short-term memory” and “long-

term memory,” in particular, the formation of new

memories related to experiences and events known

as “episodic memories.” “declarative memories” are

those that can be verbalized more explicitly than epi-

sodic memories, and are formed but not stored in the

“hippocampus,” see Fig. 2.2B; these memories as

well as past events are believed to be stored in the

“frontal and temporal lobes.” In addition, a process

called “long-term potentiation (LTP)” refers to the

increase in neural responsivity occurring in the hip-

pocampus. “LPT” is involved in “spatial learning”

that encodes information about the environment to

facilitate navigation through space and recalls the

location of motivationally relevant stimuli.

x “Mediodorsal thalamus” in the center of the brain is a

large nucleus in the thalamus, as shown Fig. 2.2B,

and has a role in memory and other “cognitive tasks.”
� “Computer Science through Artificial Intelligence”

focuses on obtaining “computational AI models using

process that include learning, reasoning and self-

correction.” AI applies algorithms that have the ability

to automatically learn and improve from experience

without being explicitly programmed; in other words,

the “AI applications are cognitive by themselves.”
� “Mathematics” is the abstract science of number,

quantity, and space, whereas “cognitive science can

explain the nature of mathematical thinking to analyze

AI cognitive models.”

“The magic of AI is based specially on: mathematics that is

used to define each AI model, statistics that help in the cri-

teria for validate if an AI model is accepted or not, and data

mining to extract important information of the databases,

and all AI applications are cognitive by themselves.”

� “Linguistics” uses language to represent information,

and “cognition is related through the representation

and manipulation of the information.” Cognition has

been evolved in Natural Language Processing (NLP) in

two different ways: Natural Language Understanding

and Natural Language Generation:

x Natural Language Understanding (NLU)* is what

a computer would need to do, if it were to interpret

a spoken human command and act on it.

x Note*: On AI, “NLU” is known as “speech recog-

nition,” as indicated in Fig. 1.13 in the “Proposed

General Architecture of a Cognitive Computing

Agents System (AI-CCAS).”

x Natural Language Generation (NLG)* involves

taking a formal symbolic representation of an idea

and converting it to an expression in English or

some other natural language.

x Note*: On AI, NLG is known as “speech genera-

tion,” as indicated in Fig. 1.13 in the “Proposed

General Architecture of a Cognitive Computing

Agents System (AI-CCAS).”
� Anthropology studies the human societies, their cul-

tures, and their development. It is complemented by
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the interest of cognition on evolution, social groups,

communication, and culture. “Cognitive anthropology

focuses on what people in different groups know, how

this implicit knowledge changes people’s perception of

the world around them, and establishes an association

with the world.” It is much used today in today’s

developed internet to introduce many new technolo-

gies based on “human cognition” to cultivate interest

in new devices of computer technology [29].
� Philosophy studies the fundamental nature of knowl-

edge, reality, and existence, while “cognition study the

intelligence mind.” Thus we can establish that the pri-

mary method of philosophical inquiry is “reasoning,”

and it could be “deductive” or “inductive”:

x “Deductive reasoning” is based on the application

of rules of logic to a statement about we want to

learn; for example, to learn a language, we start

learning the rules, then examples, and finally prac-

tice them.

x “Inductive learning” starts with examples, as learners

concentrate on finding rules based on the detection of

patterns, then we practice testing the rules deduced.

A summary of the multidisciplines that are integrated

within cognitive science and their examples with regard

to human cognition is shown in Fig. 2.5.

We focus in the study of interactions of linguistics, neurol-

ogy, mathematics, and computer science with cognitive sci-

ence in biomedical engineering problems, to find models to

analyze, detect, classify, and forecast the process of differ-

ent illness and injuries of the human body with special

emphasis on neurologic disorders applying: Artificial

Intelligence (AI) through Machine Learning (ML), Deep

Learning (DL), and Cognitive Computing (CC).

2.5 Natural Language Processing

“Linguistics” is the scientific study of language and involves

analyzing language form, its meaning and context. It has

evolved in cognition as “Natural Language Processing

(NLP).” “NLP” is a branch of “AI technology” used to aid

computers to understand human’s natural language. Its main

objectives are to read or hear, understand, analyze, manipu-

late, and generate as text or speech human language or vice

versa through the application of “AI algorithms.”

“NLP” has many applications, such as information

retrieval, information extraction, language translation, lan-

guage spelling, and grammatical accuracy of texts in text

processors, text simplification, interactive voice response

(IVR), sentiment analysis, text summarization, computer

personal assistant, spam filters, speech recognition, natural

language generation, speech generation, and many others.

� “Information retrieval” is used by internet search engines,

such as Google, to find relevant and similar results.
� “Information extraction” is used in eBooks or emails

for analyzing their structure to extract useful text, for

example, Gmail, Outlook, and others.
� “Language translation” is used to translate from one

language to other, for example, “Google Translate”

and others.
� “Language spelling and grammatically accuracy of

texts in text processors,” for example, “Microsoft

Word,” and others.
� “Text simplification” is used to simplify the meaning

of a sentence, for example, “Rewordify,” and others.
� “Interactive voice response (IVR)” is used by call cen-

ters to respond to certain users’ requests.
� “Sentiment analysis” is used to analyze the general

sentiment of the user, for example, “Hater News,” and

others.
� “Text summarization” is used to give a summary of

sentences, for example, “Smmry” or “Reddit’s

autoldr,” and others.
� “Computer personal assistant” is used to facilitate the

search on the web or computer systems, for example,

“Siri,” “Cortana,” “Alexa,” and others.
� “Spam filters” are used to avoid the reading of

unwanted emails, for example, “Gmail,” “Outlook”

spam filters.
� “Speech recognition” is used to convert speech to text, for

example, “Google WebSpeech,” “Vocal ware,” and others.
� “Natural language generation” is used to generate text

from image or video data, for example, “Arria NLG

studio,” and others.
� “Speech generation” is used to convert text-to-speech,

for example, “Cloud Text-to-speech,” and others.

Thera are many AI methods that can be used in

“NLP,” a typical algorithm to classify text is shown in

Fig. 2.6. These steps are: reading dataset, preprocessing

text, data vectorization, feature engineering, and ML

model selection.

FIGURE 2.6 Typical NLP algorithm to classify text.
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2.5.1 Step 1) Reading dataset for NLP

Reading Dataset of text can be done in two forms: “struc-

tured and unstructured data format.” A “structured data”

has very well-defined patterns and usually comes from a

database format; meanwhile “unstructured data” does not

have a proper structure.

2.5.2 Step 2) Preprocessing text for NLP

Preprocessing text is made in four substeps: “remove

punctuation,” “tokenization,” “remove stop-words,” and

“lemmatizing,” where:

� “Remove punctuation,” the punctuation provides gram-

matical context to a sentence for the human under-

standing; but “NLP uses a vectorized method which

counts the number of words, so the removal of special

characters is necessary,” for example, “What’s your

name?” is converted to “whats your name.”
� “Tokenization” is a “Lexical Analyzer method” that

separates text into units as sentences or words, this

give a structure to unstructured text, for example,

“What’s your name?” is converted first to “what your

name” when the punctuation is removed, then to

“what, your, name” during the “tokenization.”
� “Remove stop-words” is when common words like

“been,” “or,” “and” etc., which appear in any text but

do not tell us much about the data, are removed, for

example, “I’ve been searching for the answer” is con-

verted to “ive been searching for the answer” when

the punctuation is removed, then to “ive, been, search-

ing, for, the, answer” during the “tokenization,” and

finally is converted to “ive, searching, answer” after

the “removal of stop-words.”
� “Lemmatizing” is a method to find the canonical form

of a word, it uses a dictionary-based approach, that is,

“I’ve been searching for the answer” is converted to

“ive been searching for the answer” when the punctua-

tion is removed, then to “ive, been, searching, for, the,

answer” after the “tokenization,” and then it is con-

verted to “ive, searching, answer” after the “remove of

stop-words,” and finally to “ive, search, answer” dur-

ing the “lemmatizing step.”

2.5.3 Step 3) Data vectorization in NLP

“Data vectorization” is a method to encode text as inte-

gers, with the purpose of obtaining a numeric form that

allows the creation of future vectors that can be easily

understand for the “ML to understand the text data.”

Some frequently used methods for data vectorization in

“NLP” are known as: “Bag-of-Words or Count-

vectorizer” and “TF-IDF vectorizer.”

� “Bag-of-Words or Count-vectorizer” is based on:

count and frequencies of words, where:

x Count of words also known as Total Number of

Terms (TN) is the times each word appears in a

document.

x Frequency of words (FW) is the number that each

word appears in the document.

The “Bag-of-Words NLP method” is explained with an

example in Table 2.1.

TABLE 2.1 Examples of the Bag-of-Words NLP method.

We have four sentences to analyze using the Bag-of-Words NLP method:
“He was the best of us”
“He was the worst of us”
“He was the older of us”
“He was the fastest of us”
They are going be analyzed as four different documents, the “count of words” on the total of documents are 9; these are:
‘He’, ‘was’, ‘the’, ‘best’, ‘of’, ‘us’, ‘worst’, ‘older’, ‘fastest’
Then, we create the vectors based on the “frequency of words” from the 9 unique words in each document, such as in the first: “He was
the best of us”:
“He”5 1, “was”5 1, “the”5 1, “best”5 1, “of”5 1, “us”5 1, “worst”5 0, “older”50, “fastest”50
And, finally the generated vectors for each document are:
“He was the best of us”5 [1, 1, 1, 1, 1, 1, 0, 0, 0]
“He was the worst of us”5 [1, 1, 1, 0, 1, 1, 1, 0, 0]
“He was the older of us”5 [1, 1, 1, 0, 1, 1, 0, 1, 0]
“It was the age of foolishness”5 [1, 1, 1, 0, 1, 1, 0, 0, 1]
In this simple example each word is known as “token” and is called a “gram” in “NLP.” Sometimes it is necessary to work with
vocabulary of two-word pairs known as the “Bigram Model.”
For example, the bigrams for the first document: “It was the best of time” are:
“it was,” “was the,” “the best,” “best of,” “of times”
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Example 2.1: Theoretical example of Bag-of-Words NLP

method
� “TF-IDF vectorizer” is another “NLP” method based

on the calculation of: “Term Frequency and Inverse

Document Frequency (IDF).” Their meanings are

described in the following equations:

x “Term Frequency (TF)” is a number that represents

the “scoring of the frequency of words in each docu-

ment,” and it can be calculated as shown in Eq. (2.1).

Term Frequency TF i; jð Þ5 FWðiÞ
TL ð jÞ (2.1)

where FW5 Frequency of words, and TL5Total

Number of words.

x Inverse Document Frequency (IDF) is a statistics

number that “indicates how important the word is

across documents,” and it is indicated in Eq. (2.2).

Inverse Document frequency IDF ið Þ5 ln
TND

Tt ið Þ

� �

Note to the editor: Please align this equation

with the indentation of the last sentence (2.2)

where TD5 total number of documents, and Tt5
Number of document with the word “i” in it.

The TF-IDF vectorizer is calculated as shown in Eq. (2.3).

TF2 IDF vectorizer TF2 IDF5 TF3 IDF

Note to the editor: Please align this equation

with the indentation of the last sentence (2.3)

The result of the TF-IDF vectorizer is a matrix, as

represented in Table 2.2.

2.5.4 Step 4) Feature engineering in NLP

“Feature engineering” consists of deciding feature crea-

tion as the selection for the best granularity for the “vec-

torizer.” Frequent alternatives are: “Word Level Analyzer”

and “Tokenizer.”

� “Word Level Analyzer” assigns each word to its own

terms. It works very well with colloquial English

documents, such as URL and emails.

� “Tokenizer” assigns to each word its own term: this

method is able to extract more information than word

analyzers; it splits documents into “tokens,” based on

white space and special characters, that is, “what’s

next” might be split into: “what’s, next.”

Before training the vectorizer, one should split the

data into a “training set” and “testing set*.”

Note*: Frequently the “testing set” is 10% of the total

data.

2.5.5 Step 5) ML model selection for NLP

“ML model selection” consists of selecting the type of

classifier to use between several candidates for “ML

classifiers” and evaluating them against the testing set

to deduce which one works best. The eight ML algo-

rithms most frequently used are*: Naive Bayes

Classifier, K Means Clustering, Support Vector

Machine, Artificial Neural Networks, Latent Dirichlet

Allocation, Random Forests, Decision Trees, and

Nearest Neighbors.

Note*: These ML classifiers will be studied in

Chapter 4, Machine Learning Models Applied to

Biomedical Engineering, and Chapter 5, Deep

Learning Models Principles Applied to Biomedical

Engineering.

2.6 MATLABs toolboxes solution for
natural language processing

“MATLAB” is an engineering numerical computing envi-

ronment and proprietary programming language devel-

oped by MathWorks. “MATLAB” allows matrix

manipulations, plotting of functions and data, implemen-

tation of algorithms, creation of user interfaces, and inter-

facing with programs written in other languages,

including “C,” “C11,” “C#,” “Java,” “Fortran,” and

“Python.” The basic “MATLAB" is augmented with “tool-

boxes,” these optional additions give great advances to

MATLAB offering specialized powerful functions in

many different fields. Some of the “MATLAB toolboxes”

that will be used in this book for examples and exercises

are: “Statistics and Machine Learning,” “Deep Learning,”

“Text Analytics,” “Fuzzy Logic,” “Computer Vision,”

TABLE 2.2 The matrix result of TF-IDF vectorizer NLP method.

Document 1 Document 2 . . . Document j

Term 1 [TF-IDF](1,1) [TF-IDF](1,2) . . . TF-IDF(1,j)
Term 2 TF-IDF(2,1) TF-IDF(2,2) . . . TF-IDF(2,j)
. . . . . . . . . . . . . . .

Term i TF-IDF(i,1) TF-IDF(i,2) . . . TF-IDF(i,j)
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“Image Processing,” and “Audio.” Where their general

descriptions are:

� “Statistics and Machine Learning Toolbox” provides

functions and apps to describe, analyze, and model

data. It allows descriptive statistics and plots for

exploratory data analysis, to fit probability distribu-

tions to data, to generate random numbers for simula-

tions, and to perform hypothesis tests. Regression and

classification algorithms allow the drawing of infer-

ences from data and the building of predictive models.

The toolbox provides “supervised and unsupervised

machine learning algorithms.”
� “Deep Learning Toolbox (formerly Neural Network

Toolbox)” provides a framework for designing and

implementing “deep neural networks with algorithms,”

“pretrained DL models,” and apps. It allows “convolu-

tional neural networks (ConvNets, CNNs)” and “long

short-term memory (LSTM) networks” to perform classi-

fication and regression on images, time-series, and text

data. Apps and plots help you to visualize activations,

edit network architectures, and monitor training progress.
� “Text Analytics Toolbox” provides algorithms and

visualizations for preprocessing, analyzing, and

“modeling text data for NLP applications.” Models

created with the toolbox can be used in applications

such as sentiment analysis, predictive maintenance,

and topic modeling.
� “Fuzzy Logic Toolbox” provides functions, apps, and a

Simulink block for analyzing, designing, and simulat-

ing systems based on “fuzzy logic.” The product

guides you through the steps of designing “fuzzy infer-

ence systems (FIS).” Functions are provided for many

common methods, including “fuzzy clustering” and

“adaptive neurofuzzy learning.” The toolbox lets you

model complex system behaviors using simple logic

rules, and then implement these rules in a “FIS.”

Besides, you can use it as a “stand-alone fuzzy infer-

ence engine.”
� “Computer Vision Toolbox” provides algorithms, func-

tions, and apps for designing and testing computer

vision, 3D vision, and video processing systems. It

performs “object detection and tracking,” as well as

“feature detection,” “extraction,” and “matching.”
� “Image Processing Toolbox” provides a comprehen-

sive set of reference-standard algorithms and workflow

apps for “image processing,” “analysis,” “visualiza-

tion,” and “algorithm development.” It can perform

“image segmentation,” “image enhancement,” “noise

reduction,” “geometric transformations,” “image reg-

istration,” and “3D image processing.”
� “Audio Toolbox” provides tools for “audio proces-

sing,” “speech analysis,” and “acoustic measurement.”

It includes algorithms for “audio signal processing”

such as equalization and dynamic range control and

“acoustic measurement” such as impulse response esti-

mation, octave filtering, and perceptual weighting. It

also provides “algorithms for audio and speech feature

extraction” and “audio signal transformation.”
� “DSP System Toolbox” allows the “design and simula-

tion of streaming signal processing systems.” It pro-

vides algorithms, apps, and scopes for designing,

simulating, and analyzing signal processing systems in

MATLAB and Simulink. You can “model real-time

DSP systems for communications,” “radar,” “audio,”

“medical devices,” “IoT,” and other applications.
� Many others “MATLAB Toolboxes” are useful for “AI.”

2.6.1 Natural Language Processing applications

with MATLAB

The MATLAB AI solutions to apply “NLP” allow the

creation of many applications, such as:

� “Automatic recognition of spoken commands for com-

puter/robots’ smart medical systems.”
� “Identify people speech using pitch” and “Mel-

frequency cepstral coefficients (MFCC).”
� “Denoise speech using DL networks.”
� Classify gender of a speaker using DL algorithms,

such as “LSTM” and others.
� “Speech emotion recognition.”
� Customer care calls.
� Virtual assistants.
� Machine translation and dictation.

There are many more “NLP” useful application for

“human voice cognitive analysis for cognitive services,

such as voice therapy” and others.

As explained in Section 2.5, “NLP is a branch of AI.”

It is the technology used to “aid computers to understand

human’s natural language. Its main objectives are to read

or hear, understand, analyze, manipulate, and generate

as text or speech human language” through the applica-

tion of “AI algorithms.”

“NLP” can be defined in a practical way as the broad

class of computational techniques for incorporating

speech and text data, along with other types of engineer-

ing data, into the development of “AI systems.” “NLP”

can be used to combine and simplify raw human language

sources that come from audio signals, audio documents,

audio databases, audio web, and audio social media; with

the objectives of insight visualization, application of text

mining, obtaining models, and obtaining classification

using “ML algorithms” for different purposes, such as:

� Deduct “Topic Modeling*”

Note*: See Section 2.6.2.1, MATLAB: Case for

research: “NLP Topic Models.”
� Obtain “Sentiments analysis” of topics that could be

positive or negative,
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� “Labels and tagging automation” of speech recording,
� Detect and apply “Voice command.”

And many applications for health, finance, manufactur-

ing, information technology, and other industries.

Actually, “NLP is applied in MATLAB using three different

toolboxes”: “Text Analytics Toolbox,” “Audio Toolbox.’ and

“Statistics and Machine Learning Toolbox”.

2.6.2 “NLP Topic Models” with MATLAB

Analyzing streaming text or static text data with “NLP

Topic Models” are extremely useful to detect “trends,” “sen-

timents,” and others cognitive behaviors. They can be used

in many “Biomedical Engineering applications,” such as

safety medical records, medical research, sentiment analysis,

cybersecurity, etc. Actually, the most common “AI algo-

rithms used for NLP” are: “Recurrent Neural Networks

(RNNs),” “Linear Regression,” “Support Vector Machine

(SVMs),” “Naive Bayes Classifier,” “Latent Dirichlet

Allocation (LDA),” “Latent Semantic Analysis,” and “word2-

vec.” The typical approach is the use of “ML algorithms,”

which are going to be studied in Chapter 4, Machine

Learning Models Applied to Biomedical Engineering,” and

Chapter 5, Deep Learning Models Principles Applied to

Biomedical Engineering, of this book.

As explained in Section 2.5, an “NLP application for

classifying text” is “NLP Topic Models” and the typical

algorithm is shown in Fig. 2.6. The necessary steps are:

Reading dataset, Preprocessing text, Data vectorization,

Feature engineering, and ML model selection. All of

them are applied in sequence in the MATLAB program

shown in Table 2.3.

2.6.2.1 Research 2.1: “NLP Topic Models
between a blog with a patient with neurologic
disease and a researcher”

2.6.2.1.1 General objective

“Analyze a text chat conversation between a patient “x”

with neurologic disease and a biomedical researcher to

obtain NLP Topic Models from the conversation to detect

the four main topics.”

2.6.2.1.2 Specific objectives of this research

1. Find the most four important topics of all the dialog

conversation

2. Apply “Bag-of-Words method” for “vectorization,”

“LDA model” for classification and obtain “word-

cloud chart” for the four most important topics of the

dialog conversation.

3. Create a chart for “Mixtures of the four main topics in

each document created.”

4. Analyze text chat conversation using: “Phrases of

three consecutive words.”

2.6.2.1.3 Developing a MATLAB program for this
research: “NLP Topic Models”

The MATLAB program* following the basic algorithm

shown in Fig. 2.6 is applying the specific objectives for

this research, and the MATLAB program is shown in

Table 2.3.

Note*: For this example, it is necessary to install the

following MATLAB toolboxes: “Statistics and Machine

Learning Toolbox” and “Text Analytics Toolbox.”

The program uses MATLAB function named

“preprocessText(),” for preprocessing text applying the

following techniques: “tokenization,” “lemmatizing,”

“erase punctuation,” and “remove words” ,5 2 charac-

ters or remove words .5 15 characters, as explained in

Section 2.5; the function is indicated in Table 2.4.

2.6.2.1.4 Results from the MATLAB program for
research: “NLP Topic Models”

When the MATLAB program from Table 2.3 is run, we

obtain the following results:

1. The results for Step 1 show that the dataset is struc-

tured in three fields: “Time,” “From,” and “Event_

Narrative,” as indicated in Fig. 2.7A.

2. The content of the variable dataText(i) is an array of

103 1 string that contains the text chat conversation

as indicated in Fig. 2.7B.

3. The results for Step 3) show that the “Bag-of-Words”

has been processed and the document tokenized as

indicated in Fig. 2.7C.

4. In Step 4) the value for the “numTopics” variable is for

the number of topics that minimize the amount of the

numbers of them, and another criterion is that models

fit with larger numbers of topics may take longer to

converge. The results for Step 5) of Fit an “LDA

model” based on the four topics in the four documents

using “worldcloud” chart are shown in Fig. 2.8. The

main topics are “symptoms (multiple diagnosis),” “dis-

ease (sclerosis),” “nervous system (brain, body ana-

lyze),” and “movement (human disorder).”

5. The results for the special Step 6) indicate a chart of

the probability of finding the following vocabulary

“Neurologic diseases measuring signals from body

movements” in each topic. The result is stored in the

vector variable “topicMixture5 [0.2384,0.2059,

0.4084,0.1472]” as shown in Fig. 2.9A.

6. The results for special Step 7) are the visualization of

the multiple topic mixtures in the four documents as

shown in Fig. 2.9B.
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TABLE 2.3 MATLAB Program for “NLP Topic Models,” between a patient with neurologic disease and a researcher to

analyze a text chat conversation.

%% Section 2.5.1.2 NLP Example of Topic Models as shown in Fig. 2.6
% Textbook: APPLIED BIOMEDICAL ENGINEERING USING AI AND COGNITIVE MODELS
%% Environment variables
rng(‘default’); % default values to MATLAB random generator
%% Step 1) Reading dataset
data5readtable("messages.csv",‘TextType’,‘string’); % Structured datafile
% In subdirectory. \Exercises_book_ABME\CH2\NLP example of Topic models
head(data)
textData5data.event_narrative; % concentrate on
textData(1:9) % 9 text dialog conversation
%% Step 2) Preprocessing text: Tokenization, Lemmatizing, Erase punctuation,
% Remove list of stop words, Remove words with .52 Charac, with .515
documents5preprocessText(textData);
documents(1:4)
%% Step 3) Vectorizing Data
bag5bagOfWords(documents)
documents5preprocessText(textData);
documents(1:4)
%% Step 4)Feature Engineering
numTopics54;
%% Step 5) ML Classifier
% A Latent Dirichlet Allocation (LDA)is a topic model which discovers
% underlying topics in a collection of documents and infers the word
% probabilities in topics.
mdl5fitlda(bag,numTopics,‘Verbose’,0);
figure; % Visualize Topics Using Word Clouds function
for topicIdx51:4

i) subplot(2,2,topicIdx)
ii) wordcloud(mdl,topicIdx);
iii) title("Topic"1 topicIdx)

end
%% Special step 6) View Mixtures of Topics in Documents
newDocument5tokenizedDocument("Neurologic diseases measuring signals from body movements");
% Use transform to transform the documents into vectors of topic probabilities.
topicMixture5transform(mdl,newDocument);
figure
bar(topicMixture)
xlabel("Topic Index")
ylabel("Probability")
title("Document Topic Probabilities")
%% Special step 7) Visualize multiple topic mixtures of documents
figure
topicMixtures5transform(mdl,documents(1:4));
barh(topicMixtures(1:4,:),‘stacked’)
xlim([0 1])
title("Topic Mixtures")
xxlabel("Topic Probability")
ylabel("Document")
legend("Topic"1 string(1:numTopics),‘Location’,‘northeastoutside’)
%% Special step 8) Analyze text chat conversation using phrases of 3 consecutive words.
bag5bagOfNgrams(documents,‘NGramLengths’,3);
figure
wordcloud(bag);
title("Neurologic diseases")

Note: This MATLAB program can be downloaded from the book’s website companion and installed in the following path “. . .\Exercises_book_ABME\CH2
\NLP example of Topic models\TopicModels.m”.
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7. The special Step 8) for analyzing text chat conversation

using phrases of three consecutive words can be

obtained using the MATLAB function “bagofNgrams,”

that allow specify the number of consecutives words to

analyze based on: “gram” for one word, “bigram” for

two consecutive words, etc. The “bagofNgrams”

objects can be used in other “Text Analytics toolbox

functions,” such as “wordcloud” and “fitlda.” The

results for this step are shown in Fig. 2.10A the objects

created by “bagofNgrams” and in Fig. 2.10B the

visualization in a chart of “bagofNgrams” for a trigram

or three consecutive words.

2.6.2.1.5 Conclusions and recommendation

The example of “NLP Topic Models with MATLAB”

shows that by using “AI NLP” analysis that we have

powerful commands available on the “Text Analytics

Toolbox,” that allow the detection of the main topics in

different “grams.” We can divide the function available

TABLE 2.4 The MATLAB main program shown at Table 2.3 for “NLP Topic Models” call the function ahown at

table 2.4 for preprocessing text as needed on NLP.

function documents5preprocessText(textData)
documents5tokenizedDocument(textData); % Tokenization
documents5addPartOfSpeechDetails(documents); % Lemmatizing
documents5normalizeWords(documents,‘Style’,‘lemma’);
documents5erasePunctuation(documents); % Erase punctuation
documents5removeStopWords(documents); % Remove stop-words
documents5removeShortWords(documents,2); % Remove words ,52 charac
documents5removeLongWords(documents,15); % Remove words .515 charac
end

Note: This function can be downloaded from the website companion and install in the following path “. . .\Exercises_book_ABME\CH2\NLP example of
Topic models\preprocessText.m”.

FIGURE 2.7 MATLAB text results for “NLP Topic Models”: (A) dataset from conversation, (B) variable dataText(i), and (C) “Bag-of-Words”

results.
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FIGURE 2.8 MATLAB chart results for “NLP Topic Models” showing the four main topics: symptoms (multiple diagnosis), disease (sclerosis), ner-

vous system (brain, body analyze), and movement (human disorder).

FIGURE 2.9 MATLAB chart results for “NLP Topic Models”: (A) Document Topic probabilities for “Neurologic diseases measuring signals from

body movements” and (B) Topic Mixtures.
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on this toolbox into Visualization function, model & pre-

dict function, import function, preprocess function, and

string functions, where:

� Visualization functions are used for word clouds and

text scatter plots to summarize and validate results, as

follows:

x “wordcloud” is used to create word cloud chart

from Bag-of-Words or LDA model.

x “wordCloudCounts” counts words for word cloud

creation.

x “textscatter” is used for a 2D scatter plot of text.

x “textscatter3” is used for a 3D scatter plot of text.

x “heatmap” can create a heatmap chart.

x “histcounts” is used for histogram bin counts.

x “discretize” is used for group data into bins or

categories.

� Model & Predict functions allow conversion of text

into numeric representation using Bag-of-Words or

pretrained word embedding models, and apply special-

ized ML algorithms for prediction and topic modeling

as follows:

x “readWordEmbedding” for reading word embed-

ding from text file. “trainWordEmbedding” to train

word embedding.

x “word2vec/vec2word” to map words to embedding

vectors.

x “ldaModel” for a Latent Dirichlet allocation

(LDA) model.

x “lsaModel” for a Latent semantic analysis (LSA)

model.

x “bagOfWords” for Bag-of-Words model.

x “fitlda” to fit latent Dirichlet allocation (LDA) model.

x “fitlsa” to fit a latent semantic analysis (LSA)

model.
x “predict” to predict top LDA topics of documents.

x “fitdist” to fit probability distribution object to

data.

x “fitrlinear” to fit linear regression model to high-

dimensional data.

x “fitclinear” to fit linear classification model to

high-dimensional data.

x “fitcecoc” to fit multiclass models for classifiers.
� Import functions used to extract text from Microsoft

Word files, PDFs, text files, and spreadsheets as follows:

x “extractFileText” to read from PDF, Microsoft

Word, and plain text.

x “textscan” to read formatted data from text file or

string.

x “readtable” to create table from file.

x “compose” to convert data into formatted string

array.

x “xlsread” to read from Microsoft Excel spreadsheet

file.
x “webread” to read content from RESTful web

service.

x “TabularTextDatastore” a datastore for tabular text

files.

x “FileDatastore” a datastore with custom file reader.

x “SpreadsheetDatastore” a datastore for spreadsheet

files.
� Preprocess functions to remove less helpful artifacts such

as common words, punctuation, and URLs and apply text

normalization to stem words to their root word as follows:

x “tokenizedDocument” to split documents into col-

lections of words.

FIGURE 2.10 MATLAB “NLP Topic Models of three consecutive words”: (A) text result and (B) chart result: brain spinal cord.
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x “normalizeWords” to remove inflections from

words using the Porter stemmer.

x “bagOfWords” for a Bag-of-Words model.

x “stopWords for stop word list.

x “context” to search documents for word occur-

rences in context.

x “removeWords” to remove selected words from

document or Bag-of-Words.

x “removeLongWords” to remove long words from

documents or Bag-of-Words.

x “removeShortWords” to remove short words from

documents or Bag-of-Words.

x “removeInfrequentWords” to remove words with

low counts from Bag-of-Words model.

x “erasePunctuation” to erase punctuation from text

and documents.
� String functions for manipulate, compare, and store

text data efficiently as follows:

x str5 declare a string variable, that is, “Hello,

world.”

x str5 declare a string array, that is, [“Hello”,

“World”].

x “str5 string(C)” to convert a character vector C to

a string.

x “str2double” to convert a string to double

numbers.

x “strlength” to return the length of strings.

x “isstring” to determine if input is string array.

x “join” to combine strings.

x “split” to split strings in string array.

x “splitlines” to split string at newline characters.

x “replace” to find and replace substrings in string

array.

x “contains” to determine if pattern is in string.

x “erase” to delete substrings within strings.

x “extractBetween” to extract substrings between

indicators.

x “extractAfter” to extract substring after specified

position.

x “extractBefore” to extract substring before speci-

fied position.

x “strcmp” to compare strings.

x “regexp” to match regular expression (case

sensitive).

2.6.3 “NLP audio files” with MATLAB

MATLAB provides a few built-in functions that allow

one to import and export audio files. Newer versions of

MATLAB that include “Audio Toolbox,” the functions

“audioread” and “audiowrite” can be used to read and

write data to/from various types of audio files.

2.6.3.1 Research 2.2: “NLP read and reproduce
audio files stored and by frame in real time
using MATLAB”

2.6.3.1.1 General objective

“Reproduce audio files as entire file stored and frame-by-

frame as in real time in MATLAB.”

2.6.3.1.2 Specific objectives of this research

1. “Read entire audio file” into workspace and then send

to the computer speakers.

2. “Read each frame of audio” into workspace and then

send audio by frame to speakers.

3. “Release resources” used to reproduce audio files.

2.6.3.1.3 Developing a MATLAB program for this
research: “NLP MATLAB audio files”

The MATLAB program is shown in Table 2.5. For this

example, the MATLAB toolboxes “Audio Toolbox” and

“DSP System Toolbox” must be installed.

2.6.3.1.4 Results of the MATLAB program for “NLP
read audio files”

When the program shown in Table 2.5 is run, two text mes-

sages are shown on the screen as indicated in Table 2.6.

After the first message “Reading entire audio file. . .”
is shown on the screen, the audio message is heard on the

speaker of your computer. This is achieved by two

MATLAB commands from the “Audio Toolbox”:

� “[Y, FS]5 audioread(FILENAME),” it reads an audio

file specified by the character vector or string scalar

FILENAME, returning the sampled data in Y and the

sample rate FS, in Hertz. This instruction can read the

following audio file types: wave (.wav), FLAC (.flac),

MP3 (.mp3), MPEG-4 (.m4a, .mp4), and OGG (.ogg).
� “soundsc(Y,FS),” it writes the Y vector into the

speaker using the sample rate FS.

After the second message “Reading frame by frame

audio file. . .” is shown on the screen, the audio message

is processed frame-by-frame separately, written to the

speaker and sent to the speaker frame-by-frame using a

loop instruction. Using the Following MATLAB com-

mand from “Audio Toolbox” and “DSP System Toolbox”:

� “fileReader5 dsp.AudioFileReader(FILENAME)”

allows the specified audio file to be read using an

instruction from “DSP System Toolbox” that allows

reading of audio samples from it and to be stored in

the object “fileReader.”
� “deviceWriter5 audioDeviceWriter("SampleRate",

fileReader.SampleRate),” it allows the audio data to be

played using the computer’s audio device in the object
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“deviceWriter” that plays audio samples using an

audio output device in real time.
� “While. end,” it is the loop to send each sample to the

speakers.

At the end of the program the computer resources are

released using the instruction “release (FILENAME).”

2.6.3.1.5 Conclusions and recommendation for
research

MATLAB is very easy and practical to use to reproduce

different types of audio file as “a complete file” or

“frame-by-frame in real-time” in the computer speaker

thanks to the functions available in “Audio Toolbox” and

“DSP System Toolbox.”

2.6.4 “NLP Text to Speech” using MATLAB

The “NLP Text to Speech capability” is necessary for

action generation as explained in Chapter 1, Biomedical

Engineering and the Evolution of Artificial Intelligence,

in the “General Architecture Framework of a Cognitive

Computing Agents System (AI-CCAS),” as shown in

Fig. 1.13.

2.6.4.1 Research 2.3: “NLP Text to Speech” as
action generation using MATLAB

2.6.4.1.1 General objective

“Create a user input string function for enter text and

create text files for “MATLAB NLP Text to Speech

function.”

2.6.4.1.2 Specific objectives of this research

1.“Create a user text input string” for “MATLAB NLP

Text to Speech.”

2.“Convert Text-to-Speech” from MATLAB from the

user input text dialog.

3.“Test Text-to-Speech from different format text file.”

TABLE 2.6 The text message shown in the computer

screen when the program of Table 2.5 is run in

MATLAB.

Reading entire audio file. . .
Reading frame by frame audio file. . .
..

TABLE 2.5 The MATLAB main program to reproduce “NLP read audio files” as entire audio file and frame-by-frame.

%% NLP MATLAB audio file
% Textbook: APPLIED BIOMEDICAL ENGINEERING USING AI AND COGNITIVE MODELS
% Require: Audio Toolboxand “DSP System Toolbox”
%% Environment
clc; % Clear Command Window
%% Read entire audio file into workspace and then send to speakers
disp("Reading entire audio file. . .");
[audioData,fs]5audioread("hello_world.wav");
soundsc(audioData,fs);
pause(5);
%% Read each frame of audio into workspace and send it by frame to speakers
disp("Reading frame by frame audio file. . .");
% Object read audio frame-by-frame.
fileReader5dsp.AudioFileReader("hello_world.wav");
% Object to write audio to speakers
deviceWriter5audioDeviceWriter("SampleRate",fileReader.SampleRate);
% Loop, read each frame from the file and write to the device.
while BisDone(fileReader)

i) % Read one frame of audio data from the file.
ii) audioData5fileReader();

(1) % Write one frame of audio data to your speakers.
iii) deviceWriter(audioData);

end
%% Release the file and audio device after use them to free resources
release(fileReader);
release(deviceWriter)

Note: This program can be downloaded from the book website companion and install in the following path “. . .\Exercises_book_ABME\CH2\NLP MATLAB
Text to speech\audiofiles.m”.
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2.6.4.1.3 Procedure

Developing a MATLAB program for this research: “NLP

MATLAB text to speech” using the code shown in Table 2.7

a. MATLAB has a user function “TextToSpeech” that is

called from the main program as shown in Table 2.8.

Note*: For this example, it is necessary to install the

following MATLAB toolboxes: “Audio Toolbox” and

“Text Analytics Toolbox.”

The function “TextToSpeech()” shown in Table 2.7

receives the filename and it extracts the text using the

TABLE 2.7 This MATLAB function “TextToSpeech()” is called when the program of Table 2.8 is run to send speech

from text.

function TextToSpeech(filename)
% Extract text to a string from a file
str5extractFileText(filename);% Instruction from Text Analytics Toolbox
% Make a .NET assembly visble to MATLAB
NET.addAssembly(‘System.Speech’);
% Representation of a MATLAB NET object
obj5System.Speech.Synthesis.SpeechSynthesizer;
obj.Volume5100;
% call function to send the string in object to speaker
Speak(obj, str);
End

Note: This program can be downloaded from the website companion and install in the following path “. . .\Exercises_book_ABME\CH2\NLP MATLAB Text
to speech\TextToSpeech.m”.

TABLE 2.8 This MATLAB program called function “TextToSpeech()” used input dialog and different text types to test it.

%% NLP MATLAB Text-to-Speech
% Textbook: APPLIED BIOMEDICAL ENGINEERING USING AI AND COGNITIVE MODELS
% Require:“Text Analytics Toolbox” and "Windows. NET"
%% Environment
clc; % Clear Command Window
%% Test 1) Text-to-Speech from user input dialog
% create a user input dialog
userPrompt5‘Enter text for speech in the computer speakers?’;
titleBar5‘TextToString’;
defaultString5‘APPLIED BIOMEDICAL ENGINEERING USING AI AND COGNITIVE MODELS ‘;
cellInput5inputdlg(userPrompt, titleBar, 2, {defaultString});
if isempty(cellInput)

a) return;
end; % When clicked Cancel.
str5char(cellInput); % Convert from cell to string.
filename5‘userInput.txt’;
fileID5fopen(filename,‘w’);fprintf(fileID,str);fclose(fileID);
TextToSpeech(filename);
%% Read Text-to-speech from different format text type file
%% Test 2) Text-to-speech from text file
disp("Text-to-Speech from text file (.txt). . .");
TextToSpeech("hello_world_book.txt");
%% Test 3)Text-to-speech from Microsoft Word file
disp("Text-to-Speech from Microsoft Word file (.docx). . .");
TextToSpeech("hello world.docx");
%% Test 4)Text-to-speech from HTML pages
disp("Text-to-Speech from html (.htm). . .");
TextToSpeech("hello world.htm");
%% Test 5)Text-to-speech from pdf files
disp("Text-to-Speech from pdf file (.pdf). . .");
TextToSpeech("hello_world_book.pdf");

Note: This program can be downloaded from the book website companion and install in the following path “. . .\Exercises_book_ABME\CH2\NLP MATLAB
Text to speech\MATLABTextToSpeech.m”.
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“extractFileText()” instruction from “Text Analytics

Toolbox.” Then using a Windows .NET assembly object

representation is used to call the function “Speak()” to

send the text as speech to the computer speakers.

2.6.4.1.4 Results from “NLP Text to Speech” with
MATLAB

When the program shown in Table 2.8 is run, the “user

input dialog” is shown on the screen as indicated in

Fig. 2.11A where an enter user text is requested or press

the button “OK” to accept the default text, then the “test

to speech function” is called to “send the speech to the

computer speakers”; after that the four tests shown in

Fig. 2.11B from different text files are listened to from

the formats: “text file (.txt),” “Microsoft Word file (.

docx),” “HTML web format (.htm),” and “pdf (.pdf).”

2.6.4.1.5 Conclusions and recommendation for
research: “NLP Text to Speech” with MATLAB

The function created in this example is very important for

“NLP processes” and it is going to be frequently used for

different “NLP MATLAB applications,” as an important

“action of generation” section of the “General

Architecture Framework of a Cognitive Computing

Agents System (AI-CCAS)”, as explained in Fig. 1.13.

2.6.5 “NLP Speech to Text” with MATLAB and

IBM Cloud API

The solution for “NLP Speech to Text” with MATLAB is

based on the “Audio Toolbox,” which needs an “internet

active connection” and an “active subscription to a

speech-to-text services” in “Cloud Services*” such as

“IBM Watson Speech to Text API,” “Google Cloud

Speech-to-Text API,” or “Microsoft Azure Speech

Services API.”

Notes*: “Cloud Services” is any service made avail-

able to users on “demand via the internet from a cloud

computing provider’s server” as opposed to being pro-

vided from a company’s own on-premises servers.

“API” is come from the initials of “Application

Program Interface” that define a set of routines, proto-

cols and tools for use or build software applications.

“API” specifies how the software component should

interact.

To build the “NLP Speech to Text” with MATLAB we

are going to undertake five steps, as indicated in

Fig. 2.12; these are:

2.6.5.1 Research 2.4: “NLP Text to Speech” as
action generation using MATLAB and IBM
Cloud API

2.6.5.1.1 General objective

“Create an NP text to speech as action generation for the

framework AI-Cognitive Computing Agents System (AI-

CCAS) in MATLAB using an IBM Cloud API.”

2.6.5.1.2 Specific objectives of this research

Apply the seven steps to create the “NLP MATLAB

Speech” application, as shown in Fig. 2.12.

FIGURE 2.11 Output results “NLP Text to Speech” with MATLAB: (A) from user input dialog and (B) from different text files format.
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2.6.5.1.3 Developing a MATLAB program for this
research

Step 1) Download and extract from MATLAB website the
application “speech2text.zip” as shown in Fig. 2.13 [30], in

the subdirectory for exercises of this book: “. . .\Exercises_
book_ABME\CH2\NLP MATLAB Speech to Text.”

This download mainly has three user MATLAB func-

tions: “speech2text.m,” “speechClient.m,” and “Setup.m

(inside a subdirectory setup)”, where:

� “speech2text.m” is a function that enables the interface

with third party cloud-based speech-to-text APIs
� “speechClient.m” is the specific “speechClient inter-

face with third party cloud-based speech-to-text APIs”

� “Setup.m (inside a subdirectory setup,” run this file

in MATLAB to add the “speech2text folder” to the

MATLAB search path, and save it for future reference*.

Note*: Please be sure that the MATLAB release is

R2019b or newer, and the “Audio Toolbox from

MATLAB” must be installed, it contains a “SpeechToText”

automation interactive algorithm named “AudioLaber

App” to be used later in “Deep Learning” Algorithms.

Step 2) Set up third party Cloud Service IBM
Watson Speech to Text API. Create an “IBM Cloud

account and its API” following the substep indicated

in Table of slides 2.1, showing graphical all the steps to

achieve it.

FIGURE 2.12 The five steps to create the

“NLP MATLAB Speech” application.

FIGURE 2.13 The first step to create the “NLP MATLAB Speech” application.
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Table of slides 2.1 Steps to set up third party IBM Cloud API key for MATLAB Speech to Text*.

Slide Description Screen figure

1 Login or Create on IBM Cloud
Account on the website: https://
cloud.ibm.com/registration*
Fill the requested fields and press
the button: “Next.” Then,
complete your registration check
your email and personal
information requested



2 In your email you will receive an
Action required to confirm your
IBM Cloud Account
To confirm your IBM Cloud
Account, press the button:
“Confirm Account”. You will be
directed to IBM Cloud Login

(Continued )



(Continued)

Slide Description Screen figure

3 . Welcome screen in IBM Cloud
To login press the button: “Log
in”



4 Screen for IBM id Account
Privacy
Read and press the button:
“Proceed”

(Continued )



(Continued)

Slide Description Screen figure

5 Read screen welcome to IBM
Cloud
To continue press the button:
“Next”



6 Continue Reading screens about
instructions for use IBM Cloud
To continue, until the last screen
and press the button: “Close”

(Continued )



(Continued)

Slide Description Screen figure

7 IBM Cloud Dashboard Screen
Be familiar with this important
screen and select the upper-left
icon known as: “Navigation
Menu"



8 Navigation Menu of IBM Cloud
Dashboard Screen
Go down in the Navigation
Menu and locate Watson sub.
menu.

(Continued )



(Continued)

Slide Description Screen figure

9 In your IBM Cloud Watson
Screen select “Catalog” to select
an API service to be created
Click on the AI category (arrow1)
and select with a click “Speech
to Text” (arrow 2)



10 In the IBM Cloud Speech to Text
screen
Enter as shown: Service name,
accept your suggest Region/
locations, Select group and
tag5 “nlp,” accept license and
then press button “Create”

(Continued )



(Continued)

Slide Description Screen figure

11 In the IBM Cloud Speech to Text
-Resource list/screen
Select “Manage” then click
“Credentials ,” then copy them to
a new notepad doc, and save the
file as
“IBM_Credentials_Speech2text.
json” in the path
“. . .\Exercises_book_ABME\CH2
\NLP MATLAB Speech to Text”



12 Go back to your IBM Cloud
Screen using the Navigator menu
and select Dashboard
Notice the service is now on the
section “Resource summary,”
logout using the top icon in the
right side of screen

Note*: “IBM Cloud” is a software based on “exponential technologies,” that is constantly being updated and frequently changed, that is, screens, selections, demos, etc. Please, have an “open mind to learn what
you need and deduce how to do it in the updated versions.”



Step 3) Set up a “speechClient” object from IBM
Watson API to MATLAB

To call the speech client cloud service as API from

the “IBM Watson” by a MATLAB@ function, follow the

next instructions in the MATLAB screen prompt:

� Run the “setup.m” downloaded in Step 1).
� Enter the instruction to create the “speechObjectIBM”

variable as shown in the top of Table 2.9 for the

“IBM Speech to Text API” to create the “speechClient

object” using the MATLAB instruction indicated at

the beginning of the table.

Step 4) Test the service performing a “Speech to
Text” transcription

Using the instructions indicated in Table 2.10 “read a

speech signal and get the speech samples (y) and sam-

pling frequency (fs).” Then, call the “speech2text” func-

tion and pass the “speechClientIBM” object with “y” and

“fs” parameters. The results indicate that the audio tran-

script5 “several tornadoes touch down as a line of severe

thunderstorms swept through Colorado on Sunday” has a

Confidence5 0.96 with Timestamps5 15.

Step 5) Perform Speech-to-Text in MATLAB “Audio
Labeler application”

Enter the instruction of MATLAB Audio Toolbox, in

the prompt enter “audio Labeler,” as shown in

Table 2.11; it will call the screen shown in Fig. 2.14A.

Follow the next indications:

� In the “Audio Labeler” screen, load the file ‘audio-

file.flac’ from “. . .\Exercises_book_ABME\CH2\NLP

MATLAB Speech to Text,” as indicated in Fig. 2.14A.
� Select the “Speech to Text” icon from the Automation

section, then select “Service Name5 IBM” and click

on the “run” icon as indicated Fig. 2.14B. See the gen-

erated text from speech: “several tornadoes touch

down as a line of severe thunderstorms swept through

Colorado on Sunday.”
� To play and listen to the audio press the triangle icon

as indicated with an arrow in Fig. 2.14B.
� To label the transaction press the symbol “1 ” on the

section “File Labels” then enter the fields as indicated

in Fig. 2.15A and press the button “OK.”
� Export label definition as an object selection

“Export. Label Definition. To File” in the current

directory with the name “labelAudioSet.mat”, as

shown in Fig. 2.15B.

TABLE 2.9 This MATLAB instructions creates the “speechClient object” for the “IBM Speech to Text API”.*

.. speechObjectIBM5 speechClient(‘IBM’,‘keywords’,"example,keywords",‘keywords_threshold’,0.5);
speechObjectIBM.Options
ans5
struct with fields:
keywords: "example,keywords"
keywords_threshold: 0.5000

Note*: This program can be downloaded from the website companion and installed in the following path “. . .\Exercises_book_ABME\CH2\NLP MATLAB
Text to speech\SpeechToTextTranscription.m”.

TABLE 2.10 This MATLAB instruction perform Speech-to-Text from an audio transcription.*

[y,fs]5 audioread(‘audio-file.flac’);
tableOut5 speech2text(speechObjectIBM,y,fs)
sound(y,fs);
tableOut5
13 3 table
Transcript Confidence TimeStamps
"several tornadoes touch down as a line of severe thunderstorms swept through Colorado on Sunday" 0.96 {153 1 cell}

Note*: This program can be downloaded from the website companion and installed in the following path “. . .\Exercises_book_ABME\CH2\NLP MATLAB
Text to speech\SpeechToTextTranscription.m”.

TABLE 2.11 This MATLAB instruction opens the audio

labeler application.

.. audioLabeler

..
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FIGURE 2.14 Perform Speech-to-Text in audio Labeler application: (A) opening an audio file. (B) generating the text transcription from the audio file.

FIGURE 2.15 Performing labeling of a speech to text transaction: (A) label the transaction and (B) export the label to be used in ML applications.
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Now the audio file is ready to be used in a ML appli-

cation as a “Deep Learning Workflow,” to be explained in

Chapter 5, Deep Learning Models Applied to Biomedical

Engineering.

2.6.5.1.4 Conclusion and recommendation for this
research

All these steps are useful in all your NLP speech to text

applications that you will need in this book. In addition,

the creation of an IBM account allows the use of many

AI Watson applications and API services.

In this section, we show how to set up the MATLAB “NLP

speech to text” as a step for “NLP” making focus on creat-

ing a necessary to “Set up 3rd party API” due to the big AI

resources needed,” in this book we are using “IBM Cloud

services with AI integrated tools in IBM Watson Studio, and

others like API services.”

2.7 Cloud service and AI

A “Cloud service” is any service made available to users

on demand using the internet from a “Cloud computing”

provider’s server, instead of the traditional company’s

own in-premises servers. “Cloud services” are designed to

provide easy, scalable access to applications, resources,

and services that are fully managed by the “Cloud service

provider.” A “Cloud service” can dynamically scale to

meet the need of the users and because the service pro-

vider supplies the hardware and software necessary for

the request service, there is no need for a company to pro-

vision or deploy its own resources or allocate IT staff to

manage the cloud service.

2.7.1 Cloud service providers and AI

New technologies such as “Artificial Intelligence (AI),”

“Internet of Things (IoT),” “Big Data analysis,” “biotech-

nology,” “digital medicine,” and many others are cur-

rently the focus of many enterprises aiming to simplify

their business model, and their processes. Using “Cloud-

based AI solutions” allows these companies to deploy “AI

apps” to the average user and simplifies their applications

and easy access in the age of “mobile computing.”

Based on the kind of services that a Cloud service pro-

vider is offering, we can classify them in four ways:

“Infrastructure-as-a-Service (IaaS),” “Platform-as-a-

Service (PaaS),” “Software-as-a-Service (SaaS),” and

“general cloud services”:

� “Infrastructure-as-a-Service (IaaS) is when the cloud

service provider offers the most common cloud

services, such as data storage disks and virtual ser-

vers,” that is, Amazon, Rackspace, Flexiscale, and

others.
� “Platform-as-a-Service (PaaS) is when the cloud ser-

vice provider offers a development platform; that

includes operating systems, programming language

execution environment, databases, and web servers.”

“PaaS” has many advantages, such as the operating

system can be frequently upgraded and developed, the

services can be obtained from diverse sources, and

programming can be worked in teams geographically

distributed, that is, Google App Engine, Microsoft

Azure, Salesforce, and others.
� “Software-as-a-Service (SaaS) is when the cloud ser-

vice provider offers access to various software as

applications on a pay-per-use basis instead of buying

licensed programs,” that is, Gmail, Google docs, and

others.
� “Other cloud general services are when the cloud ser-

vice provider offers special services such as integra-

tion, security, management, testing as a service, etc.”

“Cloud computing is a term that generally is used to

describe data centers that offer to many users over the

Internet the on-demand availability of computer system

resources, especially data storage and computing power,

without direct active management by the user.” Based on

the “deployment model of cloud computing,” they can be

classified as “public,” “private,” “hybrid,” or “community

clouds”:

� “Public is when whole computing infrastructure is

located on the premises of a cloud computing com-

pany that offers the cloud services for all public

access.”
� “Private is when the cloud infrastructure is dedicated

solely to one customer/organization.” It is not shared

with others, yet it is remotely located. Optionally, the

customer/organization have an option of choosing an

on-premise private cloud as well, which is more

expensive, but they do have a physical control over

the infrastructure. The private cloud has more security

restrictions with restricted access only to the one cus-

tomer/organization.
� “Hybrid is when the cloud infrastructure includes both

private and public clouds, depending on their pur-

pose.” For example, a public cloud can be used to

interact with customers, while keeping their data

secured through a private cloud.
� “Community cloud is when the cloud infrastructure is

shared between organizations, usually with shared

data and data management concerns.” For example, a

“community cloud” can belong to a government of a

single country. Community clouds can be located both

on and off the premises.
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Thera are many “Cloud service providers” that pro-

vide “Information Technology (IT)” as a service and AI

platforms over the internet. “Cloud computing services”

range from full applications and development platforms

to servers, storage, and virtual desktops. There are various

types of cloud computing services available in the market,

such as “IBM Cloud,” “Amazon Web Services,”

“Microsoft Azure,” “Google Cloud Platform,”

“Salesforce,” “Oracle Cloud,” “Alibaba Cloud,” and

many others:

� “IBM cloud” is a full stack cloud platform that offers

both: “platform as a service (PaaS) and infrastructure

as a service (IaaS) in public, private, and hybrid

environments.” With “IBM Cloud IaaS,” organizations

can deploy and access virtual IT resources, such as

computing power, storage, and networking. It is built

with a robust suite of advanced and “AI integrated

tools in IBM Watson Studio and other services,”

allowing one to start building hundreds of cloud com-

puting services and applications immediately.
� “Amazon Web Services (AWS)” is a subsidiary of

“Amazon” that offers reliable, scalable, and inexpen-

sive on-demand cloud computing services and plat-

forms, such as computing power, database storage,

content delivery, and other functionality, such as “AI

tools, Machine Learning on AWS,” and other services,

to help businesses scale and grow for individuals,

companies, and governments.
� “Microsoft Azure” is a “cloud computing service” cre-

ated by Microsoft for building, testing, deploying, and

managing applications with “AI tools and Azure ML

service and other services” through Microsoft-

managed data centers.

� “Salesforce” is a “cloud computing service” that offers

services for sales, such as: “Sales Cloud,” “Service

Cloud,” “Marketing Cloud,” and “Salesforce Artificial

Intelligence integrated with Einstein as an integrated

AI Tool” that allows adding of data without special

preparation or management models, and many also

they offer more cloud services with the goal of predict

actions from customers.

� “Oracle Cloud” is a “cloud computing service” offered

by “Oracle Corporation” providing servers, storage,

network, applications, and services through a global

network of Oracle Corporation managed data centers.

These services include the “Oracle AI” that are used

to build, deploy, integrate, and extend database appli-

cations in the cloud.

� “Alibaba Cloud,” also known as “Aliyun,” is a

Chinese cloud computing company, a subsidiary of

Alibaba Group. “Alibaba Cloud” provides cloud com-

puting services to online businesses and Alibaba’s

own e-commerce ecosystem. They include in their

services an “ML platform for AI and ET Brain Cloud’s

ultraintelligent AI platform” for solving complex busi-

ness and social problems.

� There are many others like MassiveGrid, Rackspace,

DigitalOcean, Kamatera, Liquid Web, VMware,

Verizon, Navisite, Open Nebula, Pivotal, CloudSigma,

Dell Cloud, LimeStone, Quadranet, etc.

All Cloud service providers have excellent services and

they are continuously evolving with regard to AI technolo-

gies and new AI applications. In this book, we selected to

use “IBM Cloud services using AI integrated tools in IBM

Watson Studio and others like API services,” using the free

account access that facilitates students and researchers to

apply the knowledge, examples, exercises, biomedical pro-

jects, and ideas included in this book.

2.8 IBM Cloud, IBM Watson, and
Cognitive apps

“IBM Cloud” is a robust suite of advanced data and “AI

tools” including “Application Program Interface (API)”

that defines a set of routines, protocols, and tools for

building software applications, such as the one used in

Section 2.6.5, “NLP Speech to Text with MATLAB, with

the integration of IBM Cloud APIs,” that specifies how

the software component should interact. “IBM Cloud”

offers public, private, and hybrid environments. It is built

with a robust suite of advanced and “AI-integrated tools

in IBM Watson Studio and other services” that allow one

to start building hundreds of cloud computing services

and applications immediately. The “IBM Cloud” catalog

has many products and services that are continuously

evolving and growing in number, such as “AI,”

“Analytics,” “Databases,” “Storage,” “Integration,” “Web

& mobile,” “Web & app,” “Compute,” “IoT,” “Security,”

“Network,” and many others.

� “IBM Cloud AI” includes “Watson Studio,” “Watson

Machine Learning,” “Watson assistant,” “Watson

Discovery,” “Watson Personality Insights,” “Voice

Agent with Watson,” Watson Speech to Text Services,”

“Watson Text to Speech,” “Watson Natural

Language,” “Watson IoT Platform,” “AI Open Scale

Watson Knowledge Catalog,” “Power AI,” and many

others.

� “IBM Cloud Analytics” includes “Analytic Engine,”

“Apache Spark,” “Db2 Warehouse on cloud,” “SQL

Query,” “Streaming Analytics,” and many others.

� “IBM Cloud Databases” includes “Cloudant, IBM

Cloud DBs,” “Blockchain,” “Db2 Warehouse,” and

many others.
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� “IBM Cloud Storage” includes “Block Storage,” “File

Storage,” “Object Storage,” “Evault” and many others.
� “IBM Cloud Integration” includes “API connect,”

“App Connect,” “Aspera on Cloud,” “Event Streams,”

“direct link” and many others.
� “IBM Cloud Web & Mobile” includes Mobile

Foundations, Mobile Analytics, Push Notification,

Mapbox, and many others.

� “IBM Cloud Web & App” includes Size Up Small

Business Intelligence, Hazard Hub, Risk Engine,

Health Score, and others.

� “IBM Cloud Compute” includes “Could Virtual

servers,” “Mass Storage Servers,” “IBM Cloud Private,”

“SAP-Certified Infrastructure” and many others.
� “IBM Cloud IoT” includes “IoT Platform,” “Weather Data

APIs,” “Car Diagnostics API,” and many others.

� “IBM Cloud Security” includes “Activity Tracker,”

“App ID, “Network Security,” “SSL Certificates,”

“Security Advisor,” and many others.

� “IBM Cloud Network” includes: “Internet Services,”

“Virtual Router Appliance,” “DNS,” and many others.

In this book some examples and exercises use “IBM Cloud”

and they will focus on services and applications based

on: “AI,” “Watson Studio,” “Watson Machine Learning,”

“Discovery,” “Natural Language Understanding,” “Visual

Recognition,” “APIs,” “Storage,” and others to cover the pur-

pose of this book, which is to analyze biomedical engineering

problems, and to obtain AI models to detect, classify, and fore-

cast the process of different illness and injuries of the human

body, with a special emphasis on neurologic diseases using AI,

machine learning, deep learning and cognitive models.

2.8.1 IBM Cloud solution for natural language

processing

The main objective of “NLP is reaching the natural con-

versation between computer and human being as cognitive

computing tool.” As explained before, “NLP” is a subfield

of “AI,” “ML,” “DL,” and “CC,” and it is an essential part

of the “General Architecture Framework of Cognitive

Computing Agents System (AI-CCAS),” as shown in

Fig. 1.13, and explained in Section 1.6; NLP covers

“speech recognition” as a tool for “natural language

understanding,” “speech generation” as a tool for “natural

language generation,” “cognitive detection,” “cognitive

computing,” and “cognitive model obtainment.”

At this time “IBM Cloud NLP” has many applications

as APIs and services and continues to develop more with

the objective of simplifying and integrating the many

AI solutions that are needed in different fields. Some

of these applications are: “Speech to Text,” “Text to

Speech,” “Natural Language Understanding,” “Watson

Assistant,” “Compare and Comply,” “Knowledge

Catalog,” “Knowledge Studio,” “Language Translator,”

“Personality Insights,” “Tone analyzer,” “Voice Agent

with Watson,” and many others.

� “Speech to Text” is optimized to process a very high

volume of data messages with minimal delay (latency)

for streaming transcription.
� “Text to Speech” synthesizes natural-language-

sounding speech from text.
� “Natural Language Understanding” analyzes text to

extract meta-data from contents such as concepts, enti-

ties, emotion, relations, sentiments, and more.
� “Watson Assistant” allows the creation of conversa-

tional interfaces into any application, device, or

channel.
� “Compare and Comply” allows the processing of gov-

erning documents to convert, identify classify, and

compare important elements.
� “Knowledge Catalog” allows one to discover, catalog,

and securely share enterprises.
� “Knowledge Studio” allows teaching IBM Watson the

language of your domain.
� “Language Translator” allows the translation of text,

documents, and websites from one language to another,

creating industry- or region-specific translations.
� “Personality Insights” derives insights from transac-

tional and social media data using psychology to

understand customers’ habits and preferences on an

individual level or scale.
� “Tone analyzer” uses linguistic analysis to understand

emotions and communication style in text. It can be

used to conduct social listening, enhance customer ser-

vice, and it can be integrated with chatbots.

� “Voice Agent with Watson” allows the creation of a

cognitive voice agent that uses Watson services to

speak directly with customers using natural language

to provide self-service over the phone.

NLP is a key to obtain benefits from the massive unstruc-

tured text data that exists in the world, applying AI algo-

rithms to process, organize, and understand all the text that

is already available plus the new ones that are generated

every day allowing immediate access to related cases that

can be applied in medicine and healthcare.

2.8.2 IBM Cloud exercise to create APIs for NLP

applications

2.8.2.1 General objective

“Create NLP IBM Cloud APIs and test them using

“cURL” or “Git command tool” to integrate them in

future applications for Biomedical Engineering research.”
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2.8.2.2 Specific objectives of this example

1. “Create an application using the IBM Cloud API for

Text to Speech,” applying the assigned: “API Key and

URL” to be tested out of the IBM website through

“cURL” command-line tools and specify different

IBM Watson voices available as shown in Fig. 2.16A.

2. “Test an application for IBM Cloud API for Speech to

Text” applying assigned: “API Key and URL” to be

tested out of the IBM website through “cURL”

command-line tools creating different types of audio

files and analyze results based on confidence values.

3. “Create an application IBM Cloud API for Natural

Language Understanding” applying assigned: “API

Key and URL” to be tested out of the IBM website

through “cURL” command-line tools, to analyze the

content of a web page for: sentiment, concepts, cate-

gories, entities, and keywords.

Note: At the end of this exercise, you will have three IBM

Cloud APIs and services for “NLP understanding,” “Speech

to Text,” and “Text to Speech,” as shown in Fig. 2.16B. These

are going to be used in other applications in Biomedical

Engineering research that will be proposed in this book.

2.8.2.3 Research 2.5: “Creating more IBM Cloud
API services and testing them using command
lines with cURL as an open software”

2.8.2.3.1 General objective

“Creating more IBM Cloud API services and testing them

using from command lines with cURL as an open software.”

2.8.2.3.2 Specific objectives of this research

� Create services on IBM Cloud additional to “speech

to text”: “text to speech” and “NLP.”
� Learn how to use IBM Cloud API using “IBM creden-

tial for API key and URL” from outside languages and

command as “cURL” or “GIT.”
� Test in “cURL” the IBM Cloud API service: “text to

speech” in different languages and different audio

formats.
� Test in “cURL” the IBM Cloud API service: “speech

to text” in different languages and different audio

formats.
� Test in “cURL” the IBM Cloud API service: “natural

language understanding” to analyze text from a web

page for sentiment, concepts, categories, entities, and

keywords.

2.8.2.3.3 Developing IBM Cloud NLP applications
with IBM APIs

The steps descriptions are summarized in Table of slides

2.2, and each step of the example are visually explained

using screens sequences.

Note: The IBM Cloud website is evolving in an expo-

nential way every day, some screens could be updated, I

recommend to understand very well the objectives, and

apply them accordingly with the new screen formats and

the contents currently available.

FIGURE 2.16 IBM Cloud Exercise for API NLP: (A) Watson API to create three services and (B) resource list shows the three API services created.
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Table of slides 2.2 Steps for the example “IBM Cloud exercise to create APIs NLP.”

Slide Description Screen figure

1) Login in to the “IBM
Cloud” Account in the
website: https://cloud.ibm.
com/login
Enter your “IBMId”
obtained in the last
research (Example “Ch2�1
IBM Cloud new account”
explained in
section 2.6.5.1) and press
the button “Continue”



2) Enter your “IBMid”
password
and press the button “Log
in”

(Continued )



(Continued)

Slide Description Screen figure

3) “IBM Cloud” will shows as
initial Screen the
“Dashboard” showing one
service for “Speech to
Text” created in
section 2.6.5.1
Press the button “Create
Resource” as indicated



4) In the “IBM Cloud create
resources—Catalog”
screen
Select the category “AI/
Machine Learning” then
the service “Text to
Speech”

(Continued )



(Continued)

Slide Description Screen figure

5) In the “IBM Cloud Text to
Speech” screen
Enter as shown: Service
name, select your Region/
Locations, Select group
and tag5 “nlp,” then press
button “Create”



6) In the “IBM Cloud Text to
Speech Resource list”
screen
Select “Manage” then
click “show Credentials”
to see your assigned “API
Key and URL,” then copy
them to a new notepad
doc and save the file as
“CH2Text-to-SpeechAPI.
txt” in the path “...
\Exercises_book_ABME
\CH2\NLP MATLAB
Speech to Text”

(Continued )



(Continued)

Slide Description Screen figure

7) In the IBM Cloud select
the navigation menu at
upper left the option
Dashboard
Verify that now you have
2 resources as a services:
one for Speech to Text and
Test to Speech



8) For testing the “IBM
Watson API” Install the
latest version of: “cURL”
(link: https://curl.haxx.se/)
or “Git command tool”
(link: https://git-scm.com),
they allow commands to
call methods to test the
IBM Watson API service
Note: I will recommend
installing “Git command
tool” if you are using
windows

(Continued )



(Continued)

Slide Description Screen figure

9) Open the application for
“cURL” or “Git command
tool” in your computer.”
*Here is shown the “GIT
application on windows.”
To test the installation in
the “$ command prompt”
enter: “curl �V,” Note: Be
sure that the version has
enabled the “Secure
Sockets Layer (SSL)”



10) Change “Git command
tool” background in your
computer from black to
white; for this place cursor
inside “Git command tool”
screen, a right click on
your mouse
select “option,” then tab
for “Background,” then on
the “Color windows”
menu option selects with
“color” as shown. In the
same way on the tab for
“Foreground,” change the
“color to black.” Finally:
Press buttons “ok” &
“Save”

(Continued )



(Continued)

Slide Description Screen figure

11) Test your “IBM Cloud API
Text to Speech” on “Git
command tool”
synthesizing text in .wav
file format in US English
Create a subdirectory in
the root of your hard drive
inside of the user name:
“C:\Users\...\book_ABME”
(Note: Instead of “...” will
be your user in the
windows computer) and
Change your default
directory in “Git command
prompt.” Copy or enter the
“cURL method” and
update your assigned “IBM
Watson API Key and URL”.
See in the next slide the
“Git command prompt”
response for synthesizing
text in US English using
the method “POST”. Note:
Be sure to use “as vertical
not“



12) Test your “IBM Cloud API
Text to Speech” on “Git
command tool”
synthesizing text in .wav
file format in US English
Go to windows directory
indicated as destination in
method “POST” and find
the sound file
“Hello_word.wav,” use
your browser or other
sound tools to play audio
file

(Continued )



(Continued)

Slide Description Screen figure

13) Test your IBM API “Text to
Speech” on “Git”
synthesizing text in .ogg
file default audio format
IBM Watson in US English
As indicated Copy or enter
the cURL method after you
update your assigned “IBM
Watson API Key and URL”
indicated in yellow
without any empty spaces,
they were saved on in the
folder “...\Book Applied
BME\CH2Text-to-
SpeechAPI.txt.” As
indicated. Verify the “Git
command prompt”
response for “synthesizing
text in US English for .ogg
file using the method
POST”
Show the windows
directory indicated as
destination in the method
“POST” and find the sound
file “Hello_word.ogg”
generated.



14) “IBM Watson APIs” has
the following voices
available to be used in
“NLP applications:
Brazilian Portuguese,
Castellan Spanish, French,
German, Italian, Japanese,
Latin American Spanish,
North America Spanish,
UK English and US
English.” If you omit the
optional voice parameter
from a request, the service
uses the standard “en-
United
States_MichaelVoice
voice” by default

(Continued )



(Continued)

Slide Description Screen figure

15) Use your IBM API “Text to
Speech” on “Git”
synthesizing text in .wav
file format in another
language and say your
name
Enter the following code
for an example on Spanish
saying: “Hello world I am
jorge” . Then verify the
“Git” response for
synthesizing text in
Spanish using the method
POST, and finally Go to
the windows directory
indicated as destination in
the method POST and find
the sound file
“hola_mundo” and listen
your file



16) Go back to your “IBM
Cloud” Screen using the
“Navigator” menu and
select “Dashboard”
Notice the two services
now on “Resource
summary,” we can go with
double click verify our
assigned “APIkey and url”
anytime

(Continued )



(Continued)

Slide Description Screen figure

17) Test your “IBM Cloud API
Speech to Text” on “Git
command tool”
transcribing US English
text in .wav file format
without options
As indicated in steps 1) to
3) in the screen sequences.
See in the next slide the
“Git command tool”
response for recognize text
in US English using the
method “POST”



18) Read the response of
testing your “IBM API
Speech to Text” on “Git
command tool”
transcribing US English
text in .wav file format
without options
Take special attention to
the “confidence
value5 0.96” and the text
transcript “several
tornadoes touch down as a
line of severe
thunderstorms swept
through Colorado on
Sunday”

(Continued )



(Continued)

Slide Description Screen figure

19) Test your “IBM Cloud API
Speech to Text” on “Git
command prompt”
transcribing US English
text in .flac file format
with options
Following the indicated
steps 1) to 3) in the screen
sequences



20) “Git command tool”
response for recognize
transcribing US English
text in .flac file format
with options using IBM
API Speech to Text
Pay attention to the
timestamp in the left side
screen, notice that some
words are not shown to
simplify the example, and
in the right side of the
screen the confidence
value and three most likely
alternatives for the
transcription

(Continued )



(Continued)

Slide Description Screen figure

21) Go back to your “IBM
Cloud” Screen using the
“Navigator menu” and
select “Dashboard”
Notice two services
created are now on section
“Resource summary,”
double click them to go to
the IBM Cloud “Resource
List”



22) The “Resource list” shows
now the two services
created until now:
“Speech to Text-ch2” and
“Text to Speech-ch2”
Click the button “Create
Resource” to create one
more NLP service

(Continued )



(Continued)

Slide Description Screen figure

23) Create a new service
selecting “Natural
Language Understanding”
in the “AI/ Machine
Learning Catalog”
Click the button “Natural
Language Understanding”



24) In the “IBM Cloud Natural
Language Understanding”
screen
Enter as shown: Select
your region/location,
service name, tag5 “nlp,”
select agreement then
press button “Create”

(Continued )



(Continued)

Slide Description Screen figure

25) In the IBM Cloud “Natural
Language Understanding”
screen
Select “Manage” then
click show Credentials to
see your assigned “API Key
and URL,” then click
“Download link”



26) IBM Cloud “Natural
Language Understanding”
screen/after the download
link selected
Select the directory as “...
CH2/NLP IBM Cloud
APIs,” with the name as
shown “Open with
Notepad” and save in a
text file in your
practice folder as “ibm-
credentials NLP.env”

(Continued )



(Continued)

Slide Description Screen figure

27) Use your “IBM Cloud API
Natural Language
Understanding” on “Git
command prompt” to
analyze the next web
page: https://www.elsevier.
com/books/applied-
biomechatronics-using-
mathematical-models/
garza-ulloa/978-0-12-
812594-6
We need to analyze this
web page to get sentiment,
concepts, categories,
entities, and keywords



28) Test your “IBM Cloud API
Natural Language
Understanding” on “Git
command prompt”
analyze a web page to get
sentiment, concepts,
categories, entities, and
keywords
See in the next page the
“Git command prompt”
the response for “NLP”
analyze a web page using
the method “POST”

(Continued )



(Continued)

Slide Description Screen figure

29) Response from “IBM Clos
API Natural Language
Understanding” on “Git
command prompt”
analyze a web page to get:
sentiment, concepts,
categories, entities, and
keywords. Only some
results are shown for easy
reading, pay special
attention to: sentiment,
keywords, entities,
categories



30) Go back to your “IBM
Cloud Screen” using the
“Navigator” menu and
select “Dashboard”
Notice three service is
now on the section
“Resource summary,”
logout using the top icon
in the right side of screen



2.8.2.3.4 Conclusions

The uses of the “IBM Cloud APIs NLP” are endless because

they can be integrated in many other applications, projects,

and research through different computer languages and com-

mand line tools, such as “cURL” or “Git command tool.”

2.9 The future of the relationship
between cognitive science, cognitive
computing, and human cognition

In this chapter we have introduced cognitive science, cog-

nitive computing, and human cognitive in relation to help-

ing to obtain solutions to AI biomedical engineering

problems. We can conclude that:

� “Understanding consciousness at a cognitive level and

looking at its correlation with neural pathways will be

a vastly difficult task but will help in the better under-

standing of how the human brain works and deduct

cognitive algorithms for neurological disorders.”
� There are cognitive disorders that are tied to different

diseases as explained in many research papers, for

example, “A circle and a triangle dancing together:

Alteration of social cognition in schizophrenia com-

pared to autism spectrum disorders” [31], “Neural

Circuits for Social Cognition: Implications for Autism”

[32], “Exploring Relationships Between Negative

Cognitions and Anxiety Symptoms in Youth With Autism

Spectrum Disorder” [33], and many others.
� “There is not any doubt that the application of cogni-

tion and AI will facilitate the modeling of many beha-

viors studied in cognitive neuroscience, that already

are influenced by AI solutions based on reinforcement

learning (conditioning tasks) as an area of ML, more

useful DL based in ANNs, and many special CC appli-

cations, such as NLP and other methods.” All research

results will help to explain the association of cognitive

and neurological diseases, such as dementia,

Parkinson’s disease, Alzheimer’s disease, and many

other neurologic disorders [34�36].

In Chapter 7, Cognitive Learning & Reasoning models

Models Applied to Biomedical Engineering, we will study

many research projects that apply “AI” using “ML-DL-CC”

algorithms that can be integrated to the “General

Architecture framework of a Cognitive Computing Agents

System (AI-CCAS)” with a special emphasis on “cognitive

learning” and its relationship with the “neuroscience of

reasoning.”
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Chapter 3

Artificial Intelligence Models Applied to
Biomedical Engineering

3.1 Introduction artificial intelligence
and biomedical engineering

“Artificial intelligence (AI) in Biomedical Engineering

(BME)” is the use of smart device software to analyze

complex data, classify, model, optimize, and predict

many fields of medicine and healthcare. Specifically:

� “AI is the ability for smart computer algorithms to

approximate results for the suggestion of useful

conclusions.”
� “AI is a computer science branch that uses algorithms,

heuristics, pattern recognition, rules, different types of

learning, etc. based on Mathematics, Statistics, Data

Mining, and others.”

� “AI has the potential to be applied in any almost every

field of medicine and healthcare, such as drug devel-

opment, patient monitoring, personalized patient treat-

ment plans, etc.”

� “AI is patterned after the brain’s neural networks.” It

uses multiple layers of nonlinear processing units to

“teach itself ” how to understand data, classifying the

records, or making predictions.

Some “BME applications” where “AI” is currently

used are:

� “AI analysis for blood cell disorders”: blood cell dis-

orders are a condition in which there are problems

with “red blood cells (RBC),” “white blood cells

(WBC),” or the smaller circulating cells called “plate-

lets,” which are critical for clot formation [1].
� “Breast cancer AI analysis”: “breast cancer” is the

leading cause of cancer deaths in women today and it

is the most common type of cancer in women. The

chance that a woman will die from “breast cancer” is

about 1 in 38. “Breast Cancer Early Detection and

Diagnosis” can be undertaken with various different

tests: Mammograms, Breast Ultrasound, Breast MRI,

Newer and Experimental Breast Imaging, Biopsy, and

other ways. AI helps in the detection, analysis, and

suggestions for treatment.
� “Brain tumor AI detection”: a brain tumor is a mass or

growth of abnormal cells in the brain. They can be

“benign or noncancerous,” and “malignant or cancer-

ous.” Brain tumors can begin as primary brain tumors

in the brain, or secondary metastatic cancer that

can begin in other parts of the body and spread to

the brain. There are many types of brain tumors with

different treatments, such as Acoustic neuroma,

Astrocytoma, Brain metastases, Choroid plexus

carcinoma, Craniopharyngioma, Embryonal tumors,

Ependymoma, and others. AI helps in the detection,

analysis, and suggestions for specifying treatment for

each kind of “brain tumor” [2].
� “Synthesize Electronic Health Record (HER)”: AI can

read and understand unstructured data, and has the

ability to process natural language, allowing it to read

clinical text from any source and identify, categorize,

and code medical and social concepts.
� “Insights from patients’ data”: AI can identify pro-

blems contained in patients’ historical medical records

and summarizes the history of their care around those

problems and provides a “cognitive summary of a

patient records.”
� “Identify Patients similarities”: AI can identify a mea-

sure of clinical similarity between patients, allowing

researchers to create dynamic patient cohorts and

deduce specific suggestions for the best care path for a

given group of patients.
� “Create Medical insight”: AI can read through a com-

plete set of medical literature, such as Medline, and

identify the documents that are semantically related to

any combination of medical concepts.

There are many other examples where “AI is used on

Biomedical Engineering.”
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“AI” is explained in this book following the “Artificial

Intelligence Evolution” as explained in Chapter 1,

Biomedical Engineering and the Evolution of Artificial

Intelligence, and summarized in Fig. 1.3 as well as in the

following chapters:

� Chapter 3, Artificial Intelligence models applied to

Biomedical Engineering
� Chapter 4, Machine Learning Models applied to

Biomedical Engineering
� Chapter 5, Deep Learning Models Principles Applied to

Biomedical Engineering
� Chapter 6, Deep Learning Models Evolution Applied to

Biomedical Engineering
� Chapter 7, Cognitive Learning & Reasoning Models

Applied to Biomedical Engineering

3.2 AI optimization in biomedical
engineering

“AI Optimization in BME” refers to finding parameters

for maximizing or minimizing objectives while satisfying

the constraints of defined functions relative to some data-

set of biomedical data. “AI Optimization in BME” results

allow the comparison of different choices for determining

which one might be the best. In the last decade the devel-

opment in fields of medicine, healthcare, biomedicine,

bioinformatics, etc. have led to an exponential increase in

the volume of data that need to be optimized as a prelimi-

nary step to finding the most informative and discrimina-

tive features that optimally represent the data under

research [3].

“Optimization in BME” can be used for:

� “AI Optimization in BME for AI algorithms”: Many

“AI algorithms” are developed for the treatment plan-

ning in radiation therapy which employ techniques

such as multiobjective optimization [4].

� “AI Optimization in BME for identify genes expression

signatures”: analysis of a large and heterogenous gene

expression data to identify specific groups of genes

under experimental conditions, with the objective to

understand the biological events associated with dif-

ferent physiological states and identify their genes

expression signatures [5].

� “AI Optimization in BME for classification applying

segmentation method”: It is used in classification to

apply “segmentation,” which is the process of partition-

ing a digital image into different sections in order to

change the representation of the image. This new repre-

sentation may involve certain characteristics in the

image such as curves, edges, color, intensity, or texture.

“Segmented images are usually used to determine brain

abnormalities using image classification” [6].

� “AI Optimization in BME for Data Mining in

Bioinformatics and Medical Informatics: for knowledge

discovery”: several problems in different areas of “Data

Mining” for “Bioinformatics” and “Medical informat-

ics” such as “Knowledge Discovery” can be viewed as

finding the optimal covering of a finite set [7].
� “AI Optimization in BME for Data Mining in

Bioinformatics and Medical Informatics for: finding a

set of homologs sequences”: in “Bioinformatics” and

“Medical Informatics” problems that consist of finding

a set of homolog (high similarity) sequences of known

function to a given amino acid sequence of unknown

function from the various annotated sequence data-

bases [7].
� And many other AI applications for “Optimization

in BME.”

“AI Optimization in BME” is used in many AI algo-

rithms from “Machine Learning,” “Deep Learning,” and

“Cognitive Computing.” Example of each are:

� “Machine Learning”:

x “Artificial plant optimization algorithm to detect

heart rate and presence of heart disease using

machine learning” [8].

x “Video coding optimizations; machine learning-

based video coding optimizations” [9].

x “Hyperparameter optimization for machine learn-

ing models based on Bayesian optimization” [10].
� “Deep Learning”:

x “Analysis of brain subregions using optimization

techniques and deep learning methods in

Alzheimer disease” [11].

x “Biomedical sensors”: such as the “Internet of

Things (IoT) medical tooth sensor” for monitoring

teeth and food level using bacterial optimization

along with “adaptive deep learning neural net-

work” [12], and the “Intelligent sensor for Skin

cancer diagnosis” using improved particle swarm

optimization and deep learning models [13].
� “Cognitive computing”:

x “Artificial search agents with cognitive intelligence

“: artificial search agents with cognitive intelli-

gence for binary optimization problems, computers

and industrial engineering [14].

x “Optimizing the prediction of cognitive outcome in

neurological diseases”: optimized machine learn-

ing methods for the prediction of cognitive out-

come in Parkinson’s disease [15].

x “Intelligence technologies to optimize perfor-

mance in augmenting cognitive capacity”: intelli-

gent technologies to optimize performance:

augmenting cognitive capacity and supporting

self-regulation of critical thinking skills in

decision-making [16].
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From the mathematical point of view a “General

Optimization” is a technique where the objective is to

find a vector of optimal design parameters “x,” applying

the minimization or maximization of some characteristic

function “f(x)” satisfying constrains in the form of equal-

ity or inequality and/or parameters bounds. The “General

Optimization” formula is shown in Eq. (3.1).

General Optimization problem min
x

f xð Þ or max
x

f xð Þ
(3.1)

where: x are the design parameters x5 fx1; x2; : : :; xng;
equality constraints Gi xð Þ5 0 where: i5 1; : : :;me;

inequality constraints Gi xð Þ# 0 where: i5me 1 1; : : :;m;
parameters bounds xlb; xub.

The accurate solution in “General optimization” depends

on the characteristics of the “fitness function, number of con-

straints, and the size of the problem to resolve.” There are

three kinds of problems for “General optimization,” these

are: “Linear Programming,” “Quadratic Programming” and

“Nonlinear Programming”:

1. “Linear Programming (LP)” when both the objective

function and the constraints are linear functions of the

design variable, for this case reliable solution proce-

dures are readily available.

2. “Quadratic Programming (QP)” when the minimiza-

tion or maximization of a quadratic objective function

is linearly constrained, for this case also reliable solu-

tion procedures are readily available.

3. “Nonlinear Programming (NP)” where the objective

function and constraints can be nonlinear functions

of the design variables. For this case there are not reli-

able solution procedures.

AI optimization in Biomedical Engineering is frequently

used in many subfields applying “Evolutionary Algorithms

as General optimization” that depend on the characteristics

of the “fitness function, number of constraints, and the size

of the problem to resolve,” as studied in the next section.

3.3 Evolutionary algorithms for AI
optimization in BME

“Evolutionary algorithms” are a subset of “evolutionary

computation.” They are based on the concept of

“Artificial Evolution algorithms” developed using the

“evolution of the species,” trying to emulate natural evo-

lution as explained by the main “evolutionary theory of

Charles Darwin” [17]. This is a recommended method for

“AI optimization in BME.”

“Evolutionary algorithms” are represented by the exis-

tence of a population of individuals known as “genes”

exposed to environmental pressure or specific study prob-

lem, which leads to natural selection of “chromosomes as

a combination of genes” based on a defined “function fit-

ness,” as a measure of the degree of adaptation of an

organism to its environment; the bigger function fitness

value means the better the organism fits and is adapted to

the environment. In general, “evolutionary algorithms”

focus only on a subset of mechanisms defined over the

biological evolutionary process [18]. The main natural

methods for artificial evolution are based on: “reproduc-

tion,” “mutation,” “recombination,” “natural selection,”

and “survival”:

� “Reproduction” is a process of making a copy of a

gene.

� “Mutation” is the ability to change the structure of a

chromosome.

� “Recombination” is the genetic rearrange in the

“chromosome.”
� “Natural selection” is a tool to choose based on better

adaptation to their environment.

� “Survival” is a reward for continued living and pro-

duces more offspring.

The main objective of “Evolutionary algorithms” is

to use natural mechanisms to try to find solutions for

computationally complex problems for optimization for

a single objective and/or multiobjective. “Evolutionary

Algorithms” are more frequently used in many “AI appli-

cations,” especially for “search and optimization.”

The more frequently algorithms used are “Genetic

Algorithms,” “Genetic Programming,” “Particle Swarm

Optimization,” “Differential Evolution,” “Ant Colony

Optimization,” “Memetic algorithms,” and others:

� “Genetic Algorithms (GA)” are used for finding opti-

mized solutions to search problems based on

“Darwinian evolution for the theory of natural selec-

tion and evolutionary biology.” “GA” are excellent for

searching through large and complex datasets.

� “Genetic programming (GP)” is a model of program-

ming based on “biological evolution to handle a com-

plex problem.” Of a number of possible programs or

functions of a larger application, the most effective

programs survive and compete or crossbreed with

other programs to continually approach closer to the

needed solution. “GP” is also used for “finding a

mathematical formula for relationship among vari-

ables based on experimental data.”

� “Particle Swarm Optimization (PSO)” algorithms are

inspired by some mechanisms of various living species.

“PSO” uses “Swarm Intelligence” to solve problems

that can be represented as a point or surface in a multi-

dimensional space. The swarm is given random starting

solutions first instead of exploring the entire parameter
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space, for this reason it is less sensitive to the problem

of local minima. Candidate solutions known as “parti-

cles” are placed in the n-space and given an initial

velocity and communication channel between the parti-

cles. A swarm of simple formulas moves these particles

through the solution space and evaluates the quality of

the solution according to some fitness criterion after

each time step. Finally, the particles accelerate toward

those particles within their communication group that

have the highest fitness values. This is a similar behav-

ior as the flocking of birds or the movement of schools

of fish. Therefore “PSO” algorithms are referred to as

nature-inspired or bioinspired algorithms.
� “Differential Evolution (DE)” adapts the “search

during the evolutionary process based on vector differ-

ences.” “DE” optimizes a problem by iteratively trying to

improve a candidate solution with regard to a given mea-

sure of quality; it is known as “metaheuristics” as they

make few or no assumptions about the problem being

optimized and can search very large spaces of candidate

solutions but do not guarantee an optimal solution.
� “Ant Colony Optimization (ACO)” is based on the con-

cept of “Artificial Ants” using multiagent methods

inspired by the behavior of real ants. “ACO” is a prob-

abilistic technique for solving computational problems

to “find the shortest path on a weighted graph.”

“ACO” is used for path optimization problems as vehi-

cle routing and internet routing.
� “Memetic algorithms (MA)” are extensions of the tra-

ditional “Genetic Algorithm,” using a local search

technique to reduce the likelihood of premature

convergence. Most “MA” algorithms can be inter-

preted as a search strategy in which a population of

optimizing agents cooperate and compete using local

strategies.
� Other non-Darwinian algorithms are Baldwinian

Evolutionary Algorithms, Lamarckian Evolutionary

Algorithms, Genetic Local Search, etc.

The main objective of “Evolutionary algorithms” is to use nat-

ural mechanisms to try to find solutions for computationally

complex problems for optimization of a single objective and/

or multiobjective. “Evolutionary Algorithms” are more fre-

quently used in many “AI applications,” especially for “search

and optimization.” The more frequently used algorithms used

are “Genetic Algorithms,” “Genetic Programming,” “Particle

Swarm Optimization,” “Differential Evolution,” “Ant Colony

Optimization,” “Memetic algorithms,” and others.

3.3.1 A typical evolutionary algorithm

From “Biology” we know that “cells” are the basic build-

ing block of all living things. Therefore in each “cell,”

there is the same set of “chromosomes,” and each one is

basically strings of “DNA (deoxyribonucleic acid),” as

shown in Fig. 3.1. “DNA” is a self-replicating material

that is present in nearly in all living organisms as the

main constituent of “chromosomes and it is the carrier of

genetic information.”

FIGURE 3.1 The human body is built with different types of cells that have the same set of chromosomes with strings of DNA which carry the

genetic information.
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The “Genes” are encoded in the “chromosomes,” and

every “gene” has a unique position on the “chromosome.”

The entire combination of “genes” is called the “geno-

type” and each one leads to a “phenotype” that is a set of

observable characteristics of an individual, such as eye

color, height, “disease predisposition,” etc. The “pheno-

type” is affected by changes to the underlying genetic

code, and this can be selected in the “reproduction as

genetic information.” Basically, the reproduction of the

genetic information can be of two types: “Mitosis” or

“Meiosis” as indicated in Fig. 3.2:

1. “Mitosis” is copying the same genetic information to a

new offspring and “there is no exchange of informa-

tion.” “Mitosis” is the normal way of growth for “mul-

ticell structures like organs,” as shown on the left side

of Fig. 3.2.

2. “Meiosis” is the basis of sexual reproduction. After the

“meiotic” division two “gametes” appear. A “gamete” is

a mature “haploid,” which is a single cell of unpaired

chromosomes, and it can be a male or female germ cell

that is able to unite with another of the opposite sex. In

sexual reproduction two “gametes” conjugate to form a

“zygote,” which will become the new individual. There

are options in the reproduction process such as

“Crossover” that leads to new “genotypes” and

“Mutations” which are errors of single point mutations

that are quite common in the copying process.

The steps of a typical “Evolutionary Algorithm” gener-

ate solutions to “AI Optimization in BME” problems using

techniques inspired by natural evolution, such as “Genetic

Algorithms,” is shown in Fig. 3.3. The description of each

step is:

� “Step 1) Method of representation” is the “encoding of

parameters,” the most common are: binary strings,

array of integers (usually bound), arrays of letters, etc.
� “Step 2) Create initial population” usually is assigned

using a random generator.
� “Step 3) Method of selection” is usually: “Fitness

Proportionate Selection,” “Roulette-wheel selection,”

“Elitist selection,” “Cutoff selection,” and other fitness

function. Where each description is:

x “Fitness Proportionate Selection”: each individual

can become a parent with a probability which is

directly proportional to its fitness.

x “Roulette-wheel selection”: this can be represented

as a game of roulette, where everyone gets a slice

of the wheel, but more fit ones get larger slices

than less fit ones. A “Fitness function” assigns a

fitness to possible solutions or “chromosomes”

associated with the probability of selection. It is

calculated as indicated in Eq. (3.2).

Fitness function for Roulette2wheel

FP5
FiPn
i51 Fi

(3.2)

x “Elitist selection” chooses only the most fit mem-

bers of each generation

x “Cutoff selection” selects only those that are above

a certain cutoff for the target function.

x Other fitness function can be deduced as needed.

FIGURE 3.2 The reproduction of genetic information can be: “Mitosis,” which is the normal way of growing “multicell structures like organs,” and

“Meiosis,” which is the basic sexual reproduction that creates “gametes, or sex cells as eggs or sperm.”
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� “Step 4) Method of reproduction” known also as

“Evolution.” There are two primary reproduction

methods: “Crossover” and “Mutation”:

x “Crossover” is when the chromosomes of the two

parents are copied randomly to the next generation to

form new offspring. Other ways are: “uniform cross-

over” that occurs when a random subset is chosen,

and then the subset is taken from parent “1” and the

other bits from parent “2”; or “multipoint crossover”

where a specific range is copied from parent “1” and

substituted onto the copy of parent “2.”

x “Mutation” is an error that can occur in the copy-

ing process, the most common is a single point

mutation, but other kinds of errors can also occur,

such as deletion, inversions, substitution, etc.
� “Step 5) Optimal value?” If yes, then we have then the

best answer and skip to step 7), if not continue the

algorithm.
� “Step 6) New Population” is the result of method of

reproduction applied.
� “Step 7) Best result” is the final answer, which

can be the optimum found or when the time limit is

reached.

The seven steps for a typical “Evolutionary Algorithm” to

generate solutions to “AI Optimization in BME” problems

using techniques inspired by natural evolution, such as the

“Genetic Algorithms,” are shown in the Fig. 3.3.

3.3.2 Genetic algorithms for AI optimization in

BME

“Genetic Algorithms (GA)” are frequently used for “AI

Optimization in many fields of BME for many AI applica-

tions,” as explained in Section 3.2. The next tutorial is a

general example to explain the bases of a “GA” to visualize

the objectives, procedure, and benefits of following this

method.

3.3.2.1 Research 3.1 Genetic algorithm basic
seven steps for selection by priorities

3.3.2.1.1 Problem

What items in a bag from a list are recommended to be taken

to the hospital when a patient and his companion will stay

for a month*? Note: All hospitals provide beds with sheets

and blanket only for the patient but not for a companion.

Assume that a patient must spend a month in a hospital,

by regulation all patients can carry a bag with a maximum

weight of “30 kg.”, A specific patient and his companion are

thinking to take their necessary items as indicated in Fig. 3.4*.

Note*: In “Computer Science” this kind of problem is

known as a “knapsack-problem.”

3.3.2.1.2 Objective

Could we suggest using a “Genetic Algorithm (GA)” to

determine which items are best to take in a bag to the hos-

pital for a stay of a month a patient and his companion,

where the selection of items is from a list based on the

weight of each item and their assigned priority value for

each item, as indicated in Fig. 3.4A.

3.3.2.1.3 Procedure

Applying the typical steps for an “Evolutionary

Algorithm” as indicated in Fig. 3.3:

“Step 1) Method of representation.”

We decide to use “Binary representation of 6 posi-

tions,” where “1” indicates that the item is included in

the bag and “0” indicates the item is not included. As

stated in Fig. 3.4B.

“Step 2) Create initial population.”

It will consist of the creation of 4 initial “chromo-

somes,” as indicated in Fig. 3.4C, where each sug-

gested “chromosome” has a total weight # 30 kg.

“Step 3) Method of selection”

The “fitness function” to use is based on a “Roulette-

wheel” obtained from the calculation of priority points

FIGURE 3.3 The typical steps of an “Evolutionary

Algorithm.”
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for each item in the “chromosome” divided by the total

priority of “all chromosomes” as indicated in Eq. (3.2)

and the results for each “chromosome” in Fig. 3.4D.

“Step 4) Method of reproduction”

The most common methods for “reproduction in

GA” are:
� “One-point crossover” between chromosome 1 and

4, as shown in Fig. 3.5A.
� “Two points crossovers” between chromosome 1

and 4, as shown in Fig. 3.5B.

� “Mutation” of the third position form a parent taken

from offspring chromosomes 1 and 4, as shown in

Fig. 3.5C.

“Step 5) Optimal value?”

Basically, the “optimal value” is reached when one

of the different termination conditions exist, these are:
� There is no improvement in the population for over

x iterations.
� The predefined absolute number of generations for

our algorithm is reached.

FIGURE 3.4 Example of a typical Evolutionary Algorithm. (A) Problem to solve, (B) method of representation, (C) create initial population, and

(D) method of selection of “Roulette-wheel.”

FIGURE 3.5 Example of Method of reproduction: (A) “One-point crossover” between chromosome 1 and 4, (B) “Two points crossover” between

chromosome 1 and 4, and (C) “Mutation” of the third position of parent taken from offspring chromosomes 1 and 4.

Artificial Intelligence Models Applied to Biomedical Engineering Chapter | 3 119



� The “Fitness function” has reached a predefined

value.

If the optimal value is reached then go to step 7),

otherwise continue with the following step.

“Step 6) New Population”

“New population” is the result of method of “repro-

duction in GA” applied in the iteration, it is the result

of the “mutation.” Then, go to step 3) over and over

until reaching the “optimal value” described in step 5).

“Step 7) Best result obtained”

In “GA” an answer is always obtained, and it could be

improved with time.

Conclusions

The Benefits of “Genetic Algorithms” are:
� The concept is easy to understand and it is very flexible,

using building blocks that can be used in hybrid appli-

cations with “Machine Learning.”
� It is easy to exploit previous or alternate solutions.
� It supports multiobjective optimization.

3.3.3 Genetic algorithm for AI optimization in

BME under MATLABs

3.3.3.1 Research 3.2 Implementing genetic
algorithm for AI optimization in BME with
MATLAB

3.3.3.1.1 Problem

The tutorial implements in MATLAB the problem

explained in Research 3.1: “Which items to take to a hos-

pital for a 30 day stay in a bag of # 30 kg from a specific

list*?.” Note*: All hospitals provide beds with sheets and

blanket only for the patient but not for a companion.

3.3.3.1.2 General objective

Obtain a list of which items are best to take to the hospital

in the bag based on the weight of each item and their

assigned priority value for each item, as indicated in

Fig. 3.4A. Implement in MATLAB by applying the

“Global Optimization toolbox” that includes a function

solver for “Genetic Algorithm.” The general objective of

the MATLAB “ga()” function solver is to find a mini-

mum or maximum of function using the “Genetic

Algorithm.”

3.3.3.1.3 Specific objectives

� Use the function “ga() from Global Optimization

Toolbox” to find the minimum or maximum values.
� Specify “Fitness function,” “Constraints function” and

understand options available for “GA.”
� Create their respective user MATLAB functions.

� Run and interpret the results to find the recommended

items to take to the hospital under optimization of

values and priorities.

3.3.3.1.4 Background

Please review Research 3.1 Genetic algorithm basic seven

steps explained in figure 3.3.

3.3.3.1.5 Dataset

The items that we can take to stay at the hospital are

shown in Fig. 3.4A.

3.3.3.1.6 Procedure

A function solver for “Genetic Algorithm” named “ga()”

allows one to resolve problems for mixed-integer or

continuous variable optimization, constrained or uncon-

strained, to find the minimum or maximum of a function.

The most important parameters to specify in the “GA”

algorithm are “Fitness function,” “Constraints Function,”

and “understand options available”:

� “Fitness function” defines the more suitable value to

fulfill a particular role or task. For this tutorial

research, the following condition must be evaluated as

indicated in Eq. (3.3).

Fitness function for bag to take to hospital fitness

5
Xn
i51

civi
(3.3)

where n5 chromosome length, ci5 ith gene, and vi5 ith

weight.

Note: For the example: n5 6, c5 chromosome of 6

bits, and weight is a vector with the values for each possi-

ble item that can be in the bag to take to the hospital, and

it is indicated as weight5 [15 3 2 5 9 20] taken from

Fig. 3.4A.

The MATLAB implementation for the “Fitness func-

tion” implementing Eq. (3.3) is shown in Table 3.1.

� “Constraints function” defines the limitation or restric-

tion of the Fitness function as indicated in Eq. (3.4).

Constraints function for bag hospital constraints

5
Xn
i51

ciwi # bw
(3.4)

where n5 chromosome length, ci5 ith gene, wi5 ith

weight, and bw5 bag maximum weight.

For the example: “n5 6,” “c5 chromosome of 6 bits,”

and value is a vector with the priority values for each pos-

sible item in the bag to take to the hospital, such as:

“value5 [15 7,10 5 8 17],” as shown in Fig. 3.7B.
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The MATLAB implementation for the “Constraints

function” implementing Eq. (3.4) is shown in Table 3.2.

� Understand options available. The two more important

main options available in the function solver “ga()” are

“optimoptions” that create optimization options and

“resetoptions” that reset options to their default values.

To resolve the problem we can find the minimum or

maximum of the function using the “Genetic Algorithm

ga()” in the “MATLAB Global Optimization Toolbox”;

specifying the variables following the general syntax and

the definition for its input and output parameters, as indi-

cated in Fig. 3.6.

The implementation for the MATLAB main program

is shown in Table 3.3, where the “ga()” function solver

parameters are indicated in Fig. 3.6C.

At the end of the main program listed in Table 3.3 a

function “itemsToTake(x)” is called to create the list of

items that are better to take to the hospital based on the

weight of each item and their assigned priority value for

each item. This function “itemsToTake(x)” is listed in

Table 3.4.

3.3.3.1.7 Results

When the main program shown at Table 3.3 is run, a chart

is generated to indicate the best and the mean values of

the “function Constraints,” as shown in Fig. 3.7A. This

chart indicates that the best solution is stable after the six

generation of the 10th request. Finally, in the MATLAB

command windows the answer is listed and indicates that

the final best chromosome recommended is equal to [1 1

1 0 1 0]. This “chromosome” has a “weight5 29” (must

be # 30) and “priority value5 40.” The items that we

recommend to take to the hospital are listed in Fig. 3.7B,

these are: “Sleeping bag, Clothes, Smartphone, and

Personal items.” All the MATLAB results for this tutorial

are shown in Fig. 3.7C.

Conclusion

Applying the “Genetic Algorithm” through the function

solver “ga()” available in “MATLAB Global Optimization

Toolbox “allows one to develop a solution for this algorithm

in an efficient way. Besides, this “Genetic Algorithm” func-

tion solves smooth or nonsmoothed optimization problems

with any type of constraint that is based on a stochastic pro-

cess that searches randomly by mutation and crossover

among population members.

3.3.4 General analysis and optimization of 2D

and 3D data in biomedical engineering

Generally, numeric data in biomedical engineering usually is

frequently obtained with two variables (2D), three variables

TABLE 3.1 The MATLAB implementation for the “Fitness function” as indicated in Eq. (3.3) a.

% Fitness function for Genetic Algorithm for Chapter 3, Example 3.3.3.1
% Book: APPLIED BIOMEDICAL ENGINEERING USING AI AND COGNITIVE MODELS
% by Dr. Jorge Garza-Ulloa
function y5 fitness(x)
global value; % use de array of integer for the priority value of each item
y5 -value*x’; % Find the maximum of the fitness using the negation symbol

aThis MATLAB program can be downloaded from the website companion and installed in the following path “. . .\Exercises_book_ABME\CH3\GA_Matlab\
GA_hospital\fitness.m.”

TABLE 3.2 The MATLAB implementation for the “Constraints function as indicated in Eq. (3.4) a.

% Constraints function for Genetic Algorithm for Chapter 3, Example 3.3.3.1
% Book: APPLIED BIOMEDICAL ENGINEERING USING AI AND COGNITIVE MODELS
% by Dr. Jorge Garza-Ulloa
function [c, ceq]5 constraints(x)
global weight;
c5 -weight*x’; % Find the maximum of the Constraints using the negation symbol
ceq5 [];

aThis MATLAB program can be downloaded from the website companion and installed in the following path “. . .\Exercises_book_ABME\CH3\GA_Matlab
\GA_hospital\constraints.m.”

Artificial Intelligence Models Applied to Biomedical Engineering Chapter | 3 121



(3D), or more variables. These datasets represent the mea-

surement values that can be obtained from different kinds

of Bioinstruments, such as “Electromyography (EMG),”

“Ground Reaction Forces (GRF),” “Electrocardiograph

(ECG),” “Electroencephalography (EEG),” etc. These values

come from measurements by sensors in the human body,

such as electric current, voltage, heat, pressure, etc. against

time, range of frequency, space etc., these values can be han-

dled as a vector or data matrix. Also, the imaging datasets

can come from imaging bioinstruments systems, such as

“CT Scanners,” “Ultrasound machines,” “Magnetic resonance

imaging (MRI),” “X-rays,” etc., which deliver a set of images

showing the human body’s internal parts on different scales,

that is, microscopic, macroscopic, etc. These images can be:

“2D cut slices,” “3D volumetric images,” “4D additional

time dimension,” or “4D�5D with images from multiple

channels”*.

Note*: This chapter has as an objective to apply Artificial

Intelligence models based on 2D and 3D using measure-

ment values as vectors and/or a data matrix; others dimen-

sions and types are covered in the following chapters:

Chapter 4, Machine learning models for numeric data analy-

sis; Chapter 5, Deep learning models for images analysis;

and Chapter 6, Cognitive Computing models for speech,

and text analysis.”

A typical algorithm for Optimization and AI numeric

data numeric analysis applying “Evolutionary Algorithms”

in biomedical engineering can be summarized as indicated

in Fig. 3.8. The steps are as follows:

“Step 1) Data Inspection”

The data inspection allows one to verify that the

data is valid by applying statistics or previsualizations

to detect anomalies, for example, “detect outliers” are

data points that differ significantly from the other

observations (usually obtained as experimental errors),

“apply normalization” normalizes data by eliminating

the units of measurement, enabling easy comparison of

the data with other experiments, etc.

“Step 2) Obtain Mathematical Model by Fitting data”

Data fitting is the process of fitting models to data

using: polynomials, curves, surfaces, and nonparamet-

ric methods. Data fitting allows a general data analysis

to achieve optimization, and prediction.

“Step 3) Evaluate model with Residuals”

This is a must, always check the residuals of the

mathematical model obtained by fitting data with the

real data, the least residual value represents better pre-

cision in the data analysis.

“Step 4) Define a Fitness Function”

A “Fitness function” is an objective function that

assigns a fitness to possible solutions associated with

the probability of the selection.

“Step 5) Apply Evolutionary Algorithm”

There are many “Evolutionary Algorithms” that

allow obtaining solutions for optimization, besides the

traditional search functions.

“Step 6) Compare results and select optimal result”

FIGURE 3.6 Genetic Algorithm implemented by function solver “ga()” in MATLAB Global Optimization toolbox.
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TABLE 3.3 Main program for the solution using a Genetic Algorithm implemented by function solver “ga()” in

MATLAB Global Optimization Toolbox.

Note: This MATLAB program can be downloaded from the website companion and installed in the following path “. . .\Exercises_book_ABME\CH3\
\GA_Matlab\GA_hospital\ga_hospital.m.”

TABLE 3.4 Function “itemsToTake(x)” is used to create the list of items that are better to take to the hospital using a

Genetic Algorithm.

% itemsToTake function for Genetic Algorithm for Chapter 3, Example 3.3.3.1
% Book: APPLIED BIOMEDICAL ENGINEERING USING AI AND COGNITIVE MODELS
% by Dr. Jorge Garza-Ulloa
function itemsToTake(x)
global items;
final5 length(x);
for i5 1:final
if x(i)551
disp(items(i));
end
end
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It is always recommended to use more than one

method to assure the optimization result is global and not

a local result.

Tutorials for data optimization using MATLAB are

explained in the two next sections:

Section 3.5 2D numeric data using MATLAB Global

Optimization Toolbox.

Section 3.6 3D numeric data using MATLAB Global

Optimization Toolbox.

3.3.5 MATLAB analysis and optimization of “2D”

data in biomedical engineering

3.3.5.1 Research 3.3 Analysis and optimization
of “2D” data of “Body measurement of nerve
contractions” applying MATLAB

3.3.5.1.1 Problem to resolve

“Body measurement of nerve contractions” from a spe-

cialized “biomedical instrument” were obtained as vector

values in “mVolts” versus a “time vector” in “sec.” As

part of “BME research” there is a need to find the “global

FIGURE 3.7 Results for example 3.1 applying MATLAB Genetic Algorithm: (A) penalty chart, (B) original list to take in a bag # 30 kg, and (C)

final chromosome with total weight, total priority values and list if item to take.

FIGURE 3.8 A typical algorithm for Optimization and AI

numeric data analysis applying “Evolutionary Algorithms” in

biomedical engineering.
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minimum value” that represents the lower contraction of

the nerve during the test.

3.3.5.1.2 General objective

Use general analysis and the six steps of “optimization of

2D using Evolutionary Algorithms,” as shown in Fig. 3.8,

to obtain a “Mathematical Polynomial Model” by fitting

the dataset values, and then apply the “MATLAB Global

Optimization Toolbox” to find the solution to the problem

requesting the “global minimum value,” which represents

the “lower contraction of the nerve during the test.”

3.3.5.1.3 Specific objectives

� Use general analysis and “optimization of 2D using

two Evolutionary Algorithms”:
� “Genetic algorithm”
� “Particle Swarm Algorithm”
� and two “traditional search algorithms”:

x “Direct search Algorithm” and

x “Global search Algorithm.”
� Obtain a “Mathematical Polynomial Model” by fit-

ting the data and then applying the “MATLAB

Global Optimization Toolbox” to find the solution

to the problem requested.
� Compare the results of the four methods used to

resolve the problem.

3.3.5.1.4 Dataset

These are the vector values: for “time t5 [0 0.25 0.50

0.75 1 1.25 1.50 1.75 2 2.25],” and their respective vector

values for “Body measurement of nerve contractions y5
[0.85 0.675 0.85 1.01 1.15 1.35 1.45 1.25 1.35 1.45].”

3.3.5.1.5 Procedure

Apply MATLAB following the steps for a “Typical algo-

rithm for optimization & AI numeric data,” as indicated

in Fig. 3.8, to obtain the solution requested. The

MATLAB solution is based on: “main program,” “four

subprograms,” and “one user function,” where each

description is explained as:

� “Main program” implements steps 1�3 of the algo-

rithm shown under the name “Optim_Analysis_2D.m”

with a user MATLAB program. It is listed in

Table 3.5, where:

x “Step 1) Data Inspection of Original discrete

data” generates a “2D chart showing the original

discrete vectors values,” as indicated on the left

of Fig. 3.9.

x “Step 2) Mathematical Model by fitting data” that

generates a “fifth-degree polynomial model,” and

generates a “2D Chart showing the discrete

original vector values and the continuous polyline

model” as indicated in the center Fig. 3.9.

x “Step 3) Evaluate model with residuals” that gener-

ates a “chart showing the residuals values” as indi-

cated on the right of Fig. 3.9.
� A user function: “polyline_fitness.m” listed in

Table 3.6 that processes:

x “Step 4) Define Fitness Function,” which is needed

in the “Evolutionary Algorithms,” and evaluate the

polyline shown in Eq. (3.5).

Polyline for Fitness Functions Analysis and

optimization of ‘‘2D’’ data in BME

fitnes function5 0:0775x5 1 0:0689x4

2 1:5932x3 1 3:0054x2 2 1:1943x1 0:8428

(3.5)

� “Genetic Algorithm” is called in the subprogram

“ga_polyline.m” as listed in Table 3.7. It processes:

x “Step 5) Apply Evolutionary Algorithm: Genetic

algorithm” defining the parameters needed to call

the function “ga()” available on “MATLAB Global

Optimization Toolbox.” It generates the left-hand

chart of Fig. 3.10, and

x “Step 6) Compare results and select optimal

results”: the results are shown in Fig. 3.10A.
� “Particle Swarm Algorithm” is called by the subpro-

gram “ps_polyline.m” listed in Table 3.8. It

processes:

x “Step 5) Apply Evolutionary Algorithm: Particle

Swarm Algorithm” defining the parameters

needed to call the function “particleswarm()”

available on MATLAB Global Optimization

Toolbox,” and

x “Step 6) Compare results and select optimal

results”: it calculates the results as shown in

Fig. 3.10B.
� “Direct search Algorithm” is called by the subprogram

“ds_polyline.m” listed in Table 3.9. It processes:

x “Step 5c) Apply Algorithm: Direct search” defining

the parameters needed to call the function

“patternsearch ()” available on MATLAB Global

Optimization Toolbox.” It generates the chart

shown in right side of Fig. 3.10, and

x “Step 6) Compare results and select optimal

results”: it calculates the results shown in

Fig. 3.10C.
� “Global search Algorithm” is called by the subprogram

“gs_polyline.m” listed in Table 3.10. The process is:

x “Step 5) Apply Algorithm: Global search” defin-

ing the parameters needed to call the function

“globalsearch ()” available on MATLAB Global

Optimization Toolbox,” and

x “Step 6) Compare results and select optimal results”:

it calculates the results shown in Fig. 3.10D.
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Conclusion

Four methods were used to calculate the optimization

requested to “find the minimum value.” The results are

summarized at the bottom of Fig. 3.10, indicated as:

“Step 6) Compare results and select optimal results.”

Where the two of them using “Evolutionary Algorithms:

Genetic Algorithm and Particle Swarm Algorithm” show

very similar results of: “Minimum found at time5 0.245

with a Fitness value5 0.707,” and two more using

“Traditional algorithms for search: Direct search and

Global search” with similar optimization results, then

we can be sure that “the result obtained is the global

minimum.”

3.3.6 MATLAB analysis and optimization of 3D

data in biomedical engineering

3.3.6.1 Research 3.4 Analysis and optimization
of “3D” data for “the center of mass of an
upper extremity—right arm movement from a
patient” applying MATLAB

3.3.6.1.1 Problem to resolve

A serial of measurements of three dimension values that

represent “the center of mass of an upper extremity—right

arm movement from a patient,” were obtained from a

“biomedical instrument” as three vectors, each one with a

size of [295 1], representing each coordinate as “x,” “y,”

and “z.” The dataset must be analyzed to detect the

TABLE 3.5 Main program: “Optim_Analysis_2D.m” for MATLAB Analysis and optimization 2D dataa.

% Main Program “Optim_Analysis_2D.m” 

% 3.2.4 MATLAB™ Analysis & optimization 2D data in Biomedical Engineering 

% Book: APPLIED BIOMEDICAL ENGINEERING USING AI AND COGNITIVE MODELS 

%                          by Dr. Jorge Garza-Ulloa 

%% Step 1) Data Inspection of Original discrete data 

t=[0 .25 .50 .75 1 1.25 1.50 1.75 2 2.25];  

y=[0.85 0.675 .85 1.01 1.15 1.35 1.45 1.25 1.35 1.45]; 

plot(t,y,'x');title(" Step 1) Plot of Data inspection (Points)") 

xlabel("Time (Seconds)");ylabel("Biomedical Signal ( mVolts)");

%% Step 2) Mathematical Model by fitting data 

% Modeling this data using a fifth-degree polynomial function, 

p = polyfit(t,y,5) 

% Plot original data and model on the same plot. 

t2 = 0:0.1:2.8; 

y2 = polyval(p,t2); 

figure 

plot(t,y,'x',t2,y2) 

title('Step 2) Plot of Data inspection (Points) and Model (Line)'); 

xlabel("Time (Seconds)");ylabel("Biomedical Signal (mVolts)"); 

legend("Original points","Polyline Model"); 

disp(strcat('Polyline Coefficients = ',num2str(p))); 

%% Step 3) Evaluate model with residuals 

% Evaluated at data time vector 

y2 = polyval(p,t); 

% Calculate the residuals. 

res = y - y2; 

% Plot the Matematical Model residuals. 

figure, plot(t,res,'+') 

title('Step 3) Evaluate model using Residuals') 

xlabel("Time (Seconds)");ylabel("Biomedical Signal (mVolts)"); 

disp(strcat('Model Residuals from +  ',num2str(max(res)),' to ', num2str(min(res)))); 

aThis MATLAB program can be downloaded from the website companion and installed in the following path “. . .\Exercises_book_ABME\CH3\GA_Matlab
\GA_polyfit \GA_polyfit\Optim_Analysis_2D.m.”
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“global minimum” that represents the “optimal value” to

be used for other “data analysis using AI algorithms.”

3.3.6.1.2 General objective

Use six steps of “general analysis and optimization of 3D”

applying “Evolutionary Algorithms” with “MATLAB Global

Optimization Toolbox” to find the solution to the problem.

Here we use two “Evolutionary Algorithms and two “tradi-

tional search algorithms”: “Direct search Algorithm” and

“Global search Algorithm” “to find the solution to the

problem requested the “global minimum value,” that

represents the 3D coordinates for the “center of mass of an

upper extremity—right arm movement from a patient.

3.3.6.1.3 Specific objectives

� Use “general analysis” and “optimization of 3D using

two Evolutionary Algorithms”:

x “Genetic algorithm,” and

x “Particle Swarm Algorithm.”
� and two “traditional search algorithms”:

x “Direct search Algorithm” and

x “Global search Algorithm.”

FIGURE 3.9 MATLAB example for analysis and optimization of “2D” data in biomedical engineering: step 1) Plot of Data inspection, step 2)

Plot of Model obtained by fitting data and original data values, and step 3) Plot showing the residuals values of the model compared to the original

values.

TABLE 3.6 Function: “polyline_fitness.m” for MATLAB Analysis and optimization 2D numeric data.

% Function polyline_fitness.m
% 3.2.4 MATLAB Analysis & optimization 2D data in Biomedical Engineering
% Book: APPLIED BIOMEDICAL ENGINEERING USING AI AND COGNITIVE MODELS
% by Dr. Jorge Garza-Ulloa
function y5 polyline_fitness(x)
%Step 4) Define Fitness Function
y5 0.0775*x(1)^51 0.0689*x(1)^4-1.5932*x(1)^31 3.0054*x(1)^2 -1.1943*x(1)1 0.8428;

Note*: This MATLAB program can be downloaded from the website companion and installed in the following path “. . .\Exercises_book_ABME\CH3
\GA_Matlab \GA_polyfit \GA_polyfit\polyline_fitness.m.”
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TABLE 3.7 Subprogram to use “Genetic Algorithm”: “ga_polyline.m” for MATLAB Analysis and optimization 2D

numeric dataa.

aThis MATLAB program can be downloaded from the website companion and installed in the following path “. . .\Exercises_book_ABME\CH3\GA_Matlab
\GA_polyfit\ga_polyline.m.”

FIGURE 3.10 MATLAB example for analysis and optimization of “2D” data in Biomedical Engineering: step 5): upper left chart applying Genetic

Algorithm, upper right charts applying Direct Search Algorithm, lower Plot of Data inspection, and lower table comparison between the four algo-

rithms used for 2D optimization.
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� Obtain a “Mathematical Polynomial Model” by fitting

the data and then applying the “MATLAB Global

Optimization Toolbox” to find the solution to the prob-

lem requested.
� Compare the results of the four methods used to

resolve the 3D optimization problem.

3.3.6.1.4 Procedure

A general analysis and optimization of 3D applying

“Evolutionary Algorithms” with “MATLAB Global

Optimization Toolbox” is going to be used to find the

solution to the given problem following the steps indi-

cated in Fig. 3.8 that describe a “typical algorithm for

optimization & AI numeric data.”

The MATLAB solution for this problem is based on:

“a main program,” “a function fitness” to be used for

“Evolutionary Algorithms,” and “four subprograms,” one

for each algorithm to calculate the minimum value. Each

one is described as follows:

� “Main program” was created with the name

“Optim_Analysis_3D.m.” This is listed in Table 3.11

and this program’s process steps 1) to 3) are as follows:

x “Step 1) Data Inspection of Original discrete data”:

to observe the value vectors a 3D chart is generated

that shows the original discrete vectors values as indi-

cated on the left of Fig. 3.11. For these kinds of

values with a wide range in the vectors it is recom-

mended to “normalized” the values of the three axes

before applying the next step.

x “Step 2) Mathematical Model by fitting data”: here

a “Surface Polynomial function” is calculated,

TABLE 3.8 Subprogram to use “Particle Swarm Algorithm”: “ps_polyline.m” from Section 3.3.5 MATLAB Analysis and

optimization 2D numeric dataa.

% The subprogram “ps_polyline.m”
% 3.2.4 MATLAB Analysis & optimization 2D data in Biomedical Engineering
% Book: APPLIED BIOMEDICAL ENGINEERING USING AI AND COGNITIVE MODELS
% by Dr. Jorge Garza-Ulloa
disp(“Step 5b) Apply Evolutionary Algorithm: Particle Swarm Algorithm”);
disp(“Particle swarm Polyline-----------------”);
rng default % for reproducibility
fun5@polyline_fitness; % objective
nvars5 1;
lb5 [0,0];warning(“off”,“globaloptim:checkbound:lengthOfUpperBound”);
ub5 [.5,1.5];warning(“off”,“globaloptim:checkbound:lengthOfLowerBound”)
options5 optimoptions(“particleswarm”,“SwarmSize”,1000);
[x,fval,exitflag]5 particleswarm(fun,nvars,lb,ub,options);
disp(strcat(“Particle Swarm minimum found at: t in sec.5 ”,num2str(x)));
disp(strcat(“signal value5 ”, num2str(fval)));

aThis MATLAB program can be downloaded from the website companion and installed in the following path “. . .\Exercises_book_ABME\CH3\GA_Matlab
\GA_polyfit\ps_polyline.m.”

TABLE 3.9 Subprogram to use “Direct search Algorithm”: “ds_polyline.m” from Section 3.3.5 MATLAB Analysis and

optimization 2D numeric data.

% Sub-program “ds_polyline.m” 

% 3.2.4 MATLAB™ Analysis & optimization 2D data in Biomedical Engineering 

% Book: APPLIED BIOMEDICAL ENGINEERING USING AI AND COGNITIVE MODELS 

%                          by Dr. Jorge Garza-Ulloa 

disp('Step 5c) Apply  Algorithm: Direct search '); 

options = optimoptions('patternsearch','PlotFcn',{@psplotbestf,@psplotmeshsize}); 

[x,fval] = patternsearch(@polyline_fitness,[.01],[],[],[],[],[],[],[],options); 

disp(strcat('Direct search() minimun found at: t in sec.    = ',num2str(x))); 

disp(strcat('                                  signal value =', num2str(fval))); 

Note*: This MATLAB program can be downloaded from the website companion and installed in the following path “. . .\Exercises_book_ABME\CH3
\GA_Matlab \GA_polyfit\ds_polyline.m.”
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TABLE 3.10 Subprogram to use “Global search Algorithm”: “gs_polyline.m” from Section 3.3.5 MATLAB Analysis and

optimization 2D numeric data.

% Sub-program “gs_polyline.m”  

% 3.2.4 MATLAB™ Analysis & optimization 2D data in Biomedical Engineering 

% Book: APPLIED BIOMEDICAL ENGINEERING USING AI AND COGNITIVE MODELS 

%                          by Dr. Jorge Garza-Ulloa 

disp('Step 5d) Apply  Algorithm: Global search '); 

rng default % for reproducibility 

fun = @polyline_fitness; % objective 

nvars=1; 

problem = createOptimProblem('fmincon','objective',fun,'x0',[0]); 

% ,'options',... 

%     optimoptions(@fmincon,'Algorithm','sqp','Display','off'));) 

[x,fval] = fmincon(problem) 

gs = GlobalSearch('Display','iter'); 

%rng(14,'twister') % for reproducibility 

[x,fval] = run(gs,problem); 

disp(strcat('Global search() minimun found at: t in sec.    = ',num2str(x))); 

disp(strcat('                                  signal value =', num2str(fval))); 

Note*: This MATLAB program can be downloaded from the website companion and installed in the following path “. . .\Exercises_book_ABME\CH3
\GA_Matlab \GA_polyfit\gs_polyline.m.”

TABLE 3.11 Main program: “Optim_Analysis_3D.m” from MATLAB Analysis and optimization 3D dataa.

%                          by Dr. Jorge Garza-Ulloa 

%% Step 1) Data Inspection  of Original discrete data 

load 3Ddata; %  

stem3(x,y,z,'linestyle','none');title(" Step 1a) Plot of Data inspection (Points)") 

xlabel("x");ylabel("y");zlabel("z") 

% Normalized Data   

x=x/max(x);y=y/max(y);z=z/max(z); 

stem3(x,y,z,'linestyle','none');title(" Step 1b) Plot of Normalized Data (Points)") 

xlabel("x");ylabel("y");zlabel("z") 

%% Step 2) Obtain Mathematical model By fitting data 

%  Fit a Polynomial Surface where x is normalized by mean  and std  

surffit = fit([x,y],z,'poly23','normalize','on'); 

% Plot the Fit 

figure; 

plot(surffit,[x,y],z) 

title(" Step 2) Plot of Normalized Data (Points)  and Model (Surface)") 

xlabel("x");ylabel("y");zlabel("z"); 

%% Step 3) Evaluate model with residuals 

% Plot the residuals surface fit 

figure; 

plot(surffit,[x,y],z,'Style','Residuals'); 

title(" Step 3a) Evaluate model with residuals") 

xlabel("x");ylabel("y");zlabel("z") 

% Plot prediction bounds on the fit. 

figure; 

plot(surffit,[x,y],z,'Style','predfunc') 

title(" Step 3b) Evaluate model for prediction") 

xlabel("x");ylabel("y");zlabel("z") 

%  Evaluate the Fit at a Specified Points specifying a value for x and y ,  

% using this form: z = fittedmodel(x,y) 

disp(strcat('Evaluation of surface x=.5,y=.5 then z = ',num2str(surffit(0.5,0.5)))); 

aThis MATLAB program can be downloaded from the website companion and installed in the following path “. . .Exercises_book_ABME\CH3\GA_Matlab
\GA_3dsurface\Optim_Analysis_3D.m.”
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where “x” is normalized by mean and std., and its

respective 3D chart is generated, showing the nor-

malized vector values in the axes and the continu-

ous “surface polynomial function model” as

indicated in the right side of Fig. 3.11. The “sur-

face linear model poly 3D” equation is shown at

the bottom of Fig. 3.11 a), and their coefficients’

values in Fig. 3.11 b).

x “Step 3) Evaluate model with residuals” in 3D

data, this step is subdivided into three:

� “Step 3a) Evaluate model with residuals,”

which generates a chart showing the residuals

values, as indicated in the left-hand side of

Fig. 3.12.

� “Step 3b) Evaluate model for prediction”: a

plot prediction bounds of the surface fit is gen-

erated as shown on the right-hand side of

Fig. 3.12.

� “Step 3c) Surface Fit evaluated at Specified

Point” specifying a value for “x5 0.5” and

“y5 0.5” is calculated to obtain the surface

value of “z5 0.34728.”
� The Function “surface_fitness.m “is listed in

Table 3.12. The process is:

x “Step 4) Define Fitness Function” needed on the

“Evolutionary Algorithms,” which evaluates the

“Fitted Surface Polyline function” with the para-

meters, as shown in Eq. (3.6).

Surface Fitness Functions for 3D optimization
ft5 0:32192 0:08175x2 :33y1 0:01678x2

1 0:05886xy2 0:01763y2 1 0:01683x2y
2 0:02062xy2 1 0:09529y3

(3.6)

� Subprogram “ga_surface.m” listed in Table 3.13. The

process is:

x “Step 5) Apply Evolutionary Algorithm: Genetic

algorithm” defining the parameters needed to call

the function “ga()” available on “MATLAB Global

Optimization Toolbox.” It generates the left-hand

chart shown in Fig. 3.13.

x “Step 6) Compare results and select optimal

results”: the results are shown in Fig. 3.13a).
� Subprogram “ps_surface.m,” listed in Table 3.14, pro-

cesses step 5) again, but now applies the “Particle

Swarm Algorithm”:

x “Step 5) Apply Evolutionary Algorithm: Particle

Swarm Algorithm” defining the parameters needed

to call the function “particleswarm()” available on

“MATLAB Global Optimization Toolbox.”

x “Step 6) Compare results and select optimal results:

it calculates the results, as shown in Fig. 3.13b).

FIGURE 3.11 MATLAB example for the analysis and optimization of “3D” data in biomedical engineering: step 1) Plot of Data inspection points,

step 2) Plot of Model obtained by fitting data and original data values: a) Linear Model obtained from the data fitting and b) Coefficients for the linear

model.
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� Subprogram “ds_surface.m,” listed in Table 3.15, pro-

cess step 5) again, but now applies the “Direct search

Algorithm”:

x “Step 5) Apply Algorithm: Direct search” defining

the parameters needed to call the function

“patternsearch ()” available on MATLAB Global

Optimization Toolbox.” It generates the chart

shown on the right-hand side of Fig. 3.13.

x “Step 6) Compare results and select optimal results”:

the results of the calculation are shown in Fig. 3.13c).

� The subprogram “gs_surface.m,” listed in Table 3.16,

processes step 5) again, but now applies the “Global

search Algorithm”:

x “Step 5) Apply Algorithm: Global search”

defining the parameters needed to call the function

“globalsearch ()” available on MATLAB Global

Optimization Toolbox.”

x Step 6) Compare results and select optimal

results”: it calculates the results as shown in

Fig. 3.13 d).

FIGURE 3.12 MATLAB example for analysis and optimization of “3D” data in biomedical engineering: step 3a) Plot to evaluate the residual sur-

face model, step 3b) Plot of to evaluate prediction on the surface, and step 4) Definition of the Fitness Function to be used in the Evolutionary

Algorithms.

TABLE 3.12 Function: “surface_fitness.m” for MATLAB Analysis and optimization 3D numeric data.

% Function “surface_fitness.m” 

% 3.3.6 MATLAB™ Analysis & optimization 3D data in Biomedical Engineering 

% Book: APPLIED BIOMEDICAL ENGINEERING USING AI AND COGNITIVE MODELS 

%                          by Dr. Jorge Garza-Ulloa 

function y = surface_fitness(x) 

%Vectorized Surface fitness function 

y= 0.3219-0.08175*x(:,1)-0.33*x(:,2)+0.01678*x(:,1).^2+... 

    0.05886*x(:,1)*x(:,2)-0.01763*x(:,2).^2+ 0.01683*x(:,1).^2*x(:,2)-... 

    0.02062*x(:,1)*x(:,2).^2+0.09529*x(:,2).^3; 

Note*: This MATLAB program can be downloaded from the website companion and installed in the following path “. . .\Exercises_book_ABME\CH3
\GA_Matlab\GA_3dsurface\surface_fitness.m.”
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TABLE 3.13 Subprogram to use “Genetic Algorithm: “ga_surface.m” for MATLAB Analysis and optimization 3D

numeric dataa.

aThis MATLAB program can be downloaded from the website companion and installed in the following path “. . .\Exercises_book_ABME\CH3\GA_Matlab
\GA_3dsurface\ga_surface.m.”

FIGURE 3.13 MATLAB example for analysis and optimization of “3D” data in Biomedical engineering: step 5) Genetic Algorithm results of

Fitness Function on 10 generations, step 5) Direct Search Algorithm results of Fitness Function on 70 iterations: a) Genetic Algorithm optimization

result, b) Particle Swarm Algorithm optimization result, c) Direct Search algorithm optimization results, and d) Global Search optimization results.
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Conclusion

Four methods were used to calculate the “3D optimiza-

tion” requested in this problem to find the “global minimum

value,” as summarized at the bottom of Fig. 3.13; two of

them used “Evolutionary Algorithms: Genetic Algorithm and

Particle Swarm Algorithm” to produce very similar results

of: “Minimum found at x5 0.64, y51 with a z5 0.054,”

and two other “Traditional algorithms for search: Direct

search and Global search” with optimization showing the

following results: “Minimum found at x5 0.586, y5 1.116

with a z5 0.0518.” Because the value is evaluated at

“y. 1,” then we can be sure that “the result obtained in the

two Evolutionary Algorithms of z5 0.054 is the global mini-

mum and is inside of the range “y# 1.”

3.4 IBM Watson Studio for artificial
intelligence

In Chapter 2, Introduction to Cognitive Science,

Cognitive Computing, and Human Cognitive Relation to

help in the Solution of AI Biomedical Engineering

Problems, we introduced “IBM Cloud” as a robust suite

of advanced data and “AI tools,” including an

“Application Program Interface (API)” that defines a set

of routines, protocols, and tools for using or building soft-

ware applications. We created services using “IBM Cloud

“solution for Natural Language Processing,” such as

“Speech to Text,” “Text to Speech,” “Natural Language

Understanding,” and others. In this chapter the main

objective is to study “IBM Watson Studio solutions for

Artificial Intelligence.”

TABLE 3.14 Subprogram to use “Particle Swarm Algorithm”: “ps_surface.m” from Section 3.3.6 MATLAB Analysis and

optimization 3D numeric dataa.

% Function “ps_surface.m”
% 3.2.5 MATLAB Analysis & optimization 3D data in Biomedical Engineering
% Book: APPLIED BIOMEDICAL ENGINEERING USING AI AND COGNITIVE MODELS
% by Dr. Jorge Garza-Ulloa
disp(“Step 5b) Apply Evolutionary Algorithms: Particle Swarm”);
rng default % for reproducibility
fun5@surface_fitness;% objective
nvars5 2;
lb5 [0,0];%warning(“off”,“globaloptim:checkbound:lengthOfUpperBound”);
ub5 [1,1];%warning(“off”,“globaloptim:checkbound:lengthOfLowerBound”);
options5 optimoptions(“particleswarm”,“SwarmSize”,1000);
[x,fval,exitflag]5 particleswarm(fun,nvars,lb,ub,options);
disp(“Particle Swarm”);
disp(strcat(“Global minimun found x5 ”,num2str(x(1)), “y5 ”,num2str(x(2))));
disp(strcat(“z5 ”, num2str(fval)));

aThis MATLAB program can be downloaded from the website companion and installed in the following path “. . .\Exercises_book_ABME\CH3\GA_Matlab
\GA_3dsurface\ps_surface.m.”

TABLE 3.15 Subprogram to use “Direct search Algorithm”: “ds_surface.m” from Section 3.3.6 MATLAB Analysis and

optimization 3D numeric data.

% Function “ds_surface.m”
% 3.2.5 MATLAB Analysis & optimization 3D data in Biomedical Engineering
% Book: APPLIED BIOMEDICAL ENGINEERING USING AI AND COGNITIVE MODELS
% by Dr. Jorge Garza-Ulloa
disp(“Step 5c) Apply Evolutionary Algorithms: Direct search”);
options5 optimoptions(“patternsearch”,“PlotFcn”,{@psplotbestf,@psplotmeshsize});
[x,fval]5 patternsearch(@surface_fitness,[1 1],[],[],[],[],[],[],[],options);
disp(“Direct Search”);
disp(strcat(“Global minimun found at: x5 ”,num2str(x(1)),“y5 ”,num2str(x(2))));
disp(strcat(“z5 ”, num2str(fval)));

Note*: This MATLAB program can be downloaded from the website companion and installed in the following path “. . .\Exercises_book_ABME\CH3
\GA_Matlab\GA_3dsurface \ds_surface.m.”
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“IBM Watson Studio” is a collaborative environment

with graphical tools for designing, training, deploying,

and managing models with “Watson Machine Learning

services,” such as “SPSS modeler,” “AutoAI,” “Neural

network modeler,” “Notebooks,” “Experiment builder,”

“Decision Optimization model,” “Spark MLlib,” and other

“AI tools,” where:

� “SPSS modeler” presents a graphical view of your

model while you build it by combining nodes repre-

senting objects or actions.
� “AutoAI” experiments automatically preprocess your

data, select the best estimator for the data, and then

generate model candidate pipelines for you to review

and compare. To “deploy the best performing pipeline

as a machine learning model.”
� “Neural network modeler” presents a graphical view

of your model while you build it by combining “neu-

ral network nodes.”
� “Notebooks” provides an interactive programming

environment for working with data, testing models,

and rapid prototyping.
� “Experiment builder” automates the running hundreds

of training runs while tracking and storing results.
� “Decision Optimization model” guides you through

building and solving prescriptive models.
� “Spark MLlib modeler” presents a graphical view of

your model while you build it by combining nodes

representing algorithm nodes.

“IBM Watson Studio” has many key capabilities for the

development of “AI systems and applications,” such as:

� Simplified steps to prepare, blend, and analyze data,
� Easy to use visualization,
� Drag and drop “Machine Learning (ML)” with “SPSS

Modeler,”
� Open source integration,
� Offline processing while keeping data on the desktop,
� Reuse of skills across “Watson Studio developments

tools,” and
� And many more.

Actually, “IBM Watson Studio” as an AI platform can

be used in three ways: “Watson Studio Cloud,” “Watson

Studio Local,” and “Watson Studio Desktop.” Their capa-

bilities, typical users, and license type are indicated in

Table 3.17.

The “General Typical Steps in Data Science to build

and develop AI Applications” are: “Prepare and

Visualize data,” “Build and Validate AI Models,” and

“Deploy and Optimize AI Models,” as indicated in

Fig. 3.14.

This chapter will focus on “Step 1) Read, Prepare and

Visualize data “using the IBM Watson Studio for Artificial

Intelligence Tool IBM SPSS Modeler Flow.” The other chap-

ters will focus on “Step 2) Build and Validate AI Models”

(Continued )

TABLE 3.16 Subprogram to use “Global search Algorithm”: “gs_surface.m” from Section 3.3.6 MATLAB Analysis and

optimization 3D numeric data.

% Function “gs_surface.m”
% 3.2.5 MATLABt Analysis and optimization 3D data in Biomedical Engineering
% Book: APPLIED BIOMEDICAL ENGINEERING USING AI AND COGNITIVE MODELS
% by Dr. Jorge Garza-Ulloa
disp(“Step 5d) Apply Evolutionary Algorithms: Global Search”)
rng default % for reproducibility
fun5@surface_fitness; % objective
nvars5 2;
x05 [1,1];
problem5 createOptimProblem(“fmincon”,“objective”,fun,“x0”,[0 0]);
%, “options”,. . .
% optimoptions(@fmincon,“Algorithm”,“sqp”,“Display”,“off”));)
[x,fval]5 fmincon(problem)
gs5GlobalSearch(“Display”,“iter”);
rng(14,“twister”) % for reproducibility
[x,fval]5 run(gs,problem);
disp(“Global Search”);
disp(strcat(“Global minimun found x5 ”,num2str(x(1)),“y5 ”,num2str(x(2))));
disp(strcat(“z5 ”, num2str(fval)));

Note*: This MATLAB program can be downloaded from the website companion and installed in the following path “. . .\Exercises_book_ABME\CH3
\GA_Matlab\GA_3dsurface\gs_surface.m.”
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(Continued)

and part of “Step 3) Deploy and Optimize AI Models”

using: “Machine Learning Models.” Additionally, we will

cover other “Watson Machine Learning services” in the rest

of the book.

3.4.1 IBM SPSS Modeler Flow

The “SPSS (Statistical Package for the Social Sciences)

Modeler flows” from “IBM Watson Studio” is an excel-

lent group of “AI tools” to develop predictive models

and deploy them to improve decision-making. The flow

interface supports the data mining visual modeling

process integrating algorithms from “AI,” “ML,” “CC,”

and “statistics.” It has many methods available on the

“node palette” using the “flow editor” that allow one to

derive new information from the data to develop predic-

tive models.

“SPSS Modeler flows” has the following capabilities:

“read, prepare, and visualize data,” “Build and Validate

AI Models,” and “Deploy and Optimize AI Models.” Each

capability can be summarized as follow:

� “Read, prepare, and visualize data”

x Read any data size formatted as relational

(tables in relational data sources), tabular (Excel

files *.xls or CSV files) and textual (in supported

relational tables or files).

FIGURE 3.14 General typical steps in Data Science to build and develop AI applications.

TABLE 3.17 Watson Studio as an AI platform can be used in three ways: “Watson Studio Cloud,” “Watson Studio

Local,” and “Watson Studio Desktop.”

Platform Capabilities Users License type

Watson
Studio
Cloud

Data Science team
collaboration on a public
cloud

Organizations with multiple data
scientists and data science teams

SaaS (Software as a service)

Watson
Studio Local

Data Science team
collaboration behind a firewall

Organizations with multiple data
scientists and data science teams

Perpetual—Term pricing monthly

Watson
Studio
Desktop

Data Science individual
starting with SPSS Modeler
canvas, data shaping, projects
and notebook

Out of the box enterprise solution for
data scientists and data engineers.
A suite of data science tools, such as
RStudio, Spark, Jupyter, and Zeppelin
notebook

Licensed programs Watson Studio
Local counts the daily user license
usage by Authorized Users. Users with
any of the following privileges count
toward this license: user or
administrator.

Note: All the IBM Watson Studio example, tutorials and exercise in this book are using “Watson Studio Cloud.”
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x Prepare data using automatic data preparations

functions and applying SQL statements, as well as

cleanse, shape, sample, sort, and derive data.

x Visualize data with many chart options, such as

charts, plot, multiplot, time plot, distribution, col-

lection, and others. Also allows identify natural

language from text fields.
� “Build and Validate AI Models”

x Build predictive models using automatic modeling

functions or choose from many modeling algo-

rithms. Also classify textual data and identify rela-

tionships between concepts in textual data.
� “Deploy and Optimize AI Models”

x Output nodes provide the means to obtain informa-

tion about the data and models.

x Export nodes provide a mechanism for exporting

data in various formats to interface with other soft-

ware tools.

“SPSS Modeler flows” is organized to use the following

“nodes palettes”: “import,” “record operations,” “field

operations,” “graphs,” “modeling,” “outputs,” and “exports,”

as shown in Fig. 3.15*.

Note*: “Modeling,” “Outputs,” and “Export” are going

to be explained in the next chapters.

� “Import”: allows import data to be stored in various

formats, or to generate your own synthetic data
� “Record Operations”: allows making changes to data

at record level for data preparation.

� “Field Operations”: allows to select, clean and con-

struct data for the preparation analysis
� “Graphs”: allows the data mining visualization

process.
� “Modeling”: allows the integration of a big variety of

AI modeling methods and statistics.
� “Text Analytics”: allows to identify languages, text

link analysis, text mining, and others text features.
� “Outputs”: allows to obtain information form the

modeling methods.
� “Export”: allows the exporting of data in various

formats.

The Menu Nodes from “IBM Watson Studio—SPSS

Modeler Flower” related with “Step 1) Read, Prepare and

Visualize data” are shown in Fig. 3.15 with their general

description. The other “Menu Nodes” are going to be

explained in the next chapters chapter 4 Machine learning

models applied to Biomedical Engineering, chapter 5

Deep Learning Models Principles applied to Biomedical

Engineering and chapter 6 Deep Learning Models

Evolution Applied to Biomedical Engineering

“SPSS Modeler flows” is very useful for developing

many biomedical engineering applications. It has the fol-

lowing capabilities: “read, prepare, and visualize data,”

“build and validate AI models,” and “deploy and optimize

AI models.”

FIGURE 3.15 SPSS Modeler Flower Menu Nodes for Step 1) Read, Prepare, and Visualize data.
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3.4.2 IBM Watson using SPSS Modeler Flow for

general dataset analysis

3.4.2.1 Research 35 IBM Watson using SPSS
Modeler Flow for “diabetes” analysis

3.4.2.1.1 General objective

“Use “IBM Watson Studio IBM SPSS Modeler Flow” for

a basic analysis of a “diabetes” dataset with the objective

“to find relations between their variables.”

3.4.2.1.2 Specific objectives

1. “Create an IBM Cloud service for Watson Studio,”

that allows the creation of custom models to apply

embedding of “Artificial Intelligence (AI) tools” and

“Machine Learning (ML)” algorithms.

2. “Create a new project for AI and Cognitive Models

using an IBM Cloud Storage service” to add data,

refine data, and specify “AI”�“ML” assets types

needed in this project.

3. “Create an asset type for Modeler Flow type and IBM

SPSS Modeler”

4. “Design a Model Flow to analyze a diabetes dataset”

generating:

a. “Graph distribution” for the “class” * field that can

be either: “tested_negative” or “tested_positive.”

b. “3D graph” to visualize the relation between the

fields: “age” *, “pedi *5Diabetes pedigree func-

tion” and “class” *.

c. “Multiplot” to visualize the relation between the

fields: “plas *5 plasma glucose concentration”

and “class*” versus the other fields.

Note*: See Table 3.18 for see the fields of the dia-

betes dataset.

5. Make conclusions about the analysis of the “diabetes

dataset establishing the relationship between all fields

in this specific data file.”

Note*: In this research tutorial of “IBM SPSS

Modeler Flow,” we concentrate on the use and explana-

tion of the “menu nodes pallets”: “import,” “record

operations” “field operations” and “graphs.” The other

“menu nodes pallets” such as “modeling,” “text analyt-

ics,” “outputs,” and “export” will be explained in the

Chapter 4, Machine Learning Models Applied to

Biomedical Engineering.”

3.4.2.1.3 Dataset

The dataset “diabetes.csv” is based on information at the

“National Institute of Diabetes and Digestive and Kidney

Diseases with the title: Pima Indians Diabetes Database.”

It has: “768 records,” with “eight fields (attributes),” as

indicated in Table 3.18.

3.4.2.1.4 Procedure

The steps to “analyze a diabetes dataset to find relations

between their variables by applying IBM SPSS Modeler

Flow” are summarized in Table of slides 3.1 and each

step of the example is visually explained using screen

sequences with easy to follow figures.

Note: The” IBM Cloud website is evolving in an

exponential way every day,” some screens could

be updated. I recommend to understand very well

the objectives, apply them accordingly with the new

screens’ formats and the current “IBM Cloud website

contents.”

TABLE 3.18 Dataset “diabetes.csv” fields and descriptions.

Field Descriptiona 768 instances of patients. All females .21 and ,81 years old

preg Number of times pregnant (integers)

plas Plasma glucose concentration 2-h oral glucose tolerance test

pres Diastolic blood pressure in mm Hg (real number)

skin Triceps skin fold thickness in mm (real number)

insu 2-h serum insulin in mu U/mL (real number)

mass Body mass index based on weight in kg/(height in m)2 (real number)

pedi Diabetes pedigree function (real number). It is a function which scores likelihood of diabetes based on family history

age Age in years (integers)

class Class variable with two string: [‘tested_negative’, ‘tested_positive’]

aThis dataset can be downloaded from the website companion and installed in the following path “. . .Exercises_book_ABME\CH3\WS_IBM\IBM_SPSS
\diabetes.csv.”
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Table of slides 3.1 Steps for the example “Basic analysis of a diabetes dataset to find relations between their variables by applying IBM SPSS Modeler Flow.”

Slide Description Screen figure

1 Login to your IBM Cloud Account at the
website: https://cloud.ibm.com/login
entering your “IBMid and Password”
Note: You must have the three services
available that were created in Chapter 2
examples, then click the “Create resource”
button

(Continued )



(Continued)

Slide Description Screen figure

2 In the IBM Cloud screen on “AI/Machine
Learning Catalog services”
Note: Click on “AI/ Machine Learning,
then click on Watson Studio” to create the
service as indicated in the slide with “2”



3 In the IBM Cloud dashboard screen, create
the free “Watson service”
Note: Select a location near to you, click
on license agreement, and press the button
“Create”

(Continued )



(Continued)

Slide Description Screen figure

4 In the IBM Watson Studio screen
Note: Press the button “Get Started”



5 In the IBM Watson Studio provide your
information
Note: Enter your company name, phone
number, select how do you want to be
contacted, and click “Continue”. Until
appears the button “Go to IBM Watson
Studio”, and click on it.

(Continued )



(Continued)

Slide Description Screen figure

6 In the IBM Watson Studio screen: creating
a project
Note: Watch the demo and finally select
the button “New project”, then click on
the option “Create an empty project”



7 In the IBM Watson Studio—new project
screen, enter the project name and
description
Note: In Define storage: “1 Select storage
service” and click “Add”

(Continued )



(Continued)

Slide Description Screen figure

8 In the IBM Watson Studio “Cloud Object
Storage”: create a new, service pressing
the button “Create”
Note: Take note of your assigned Service
name



9 In the IBM Watson Studio “Cloud Object
Storage”: in the define storage section
press “2. Refresh”
Note: in IBM Watson Studio “New
project,” verify that the “Storage” service is
available and press the button “Create”

(Continued )



(Continued)

Slide Description Screen figure

10 In the IBM Watson Studio “My Projects /
AI and Cognitive Models” screen
Note: Select “Assets” with a click



11 In the IBM Watson Studio “My Projects /
AI and Cognitive Models” section “Assets”
Note: Load the assets using “browse,”
select the dataset “diabetes.csv” in the
data companion directory and press the
button “Open”

(Continued )



(Continued)

Slide Description Screen figure

12 In IBM Watson Studio “My Projects / AI
and Cognitive Models” section Assets:
observe the loaded asset “diabetes”
available
Note: Click on the button “Add to project”



13 In the IBM Watson Studio “My Projects/AI
and Cognitive Models” section “Add to
project”
Note: Click on the button “Modeler flow”

(Continued )



(Continued)

Slide Description Screen figure

14 In the IBM Watson Studio—New modeler
flow screen: enter the name of the “New
modeler flow” as “Diabetes_SPSS”
Note: “Select the Environment definition
as “Default SPSS Modeler (2 vCPU 8
GRAM)” and click on the button “Create”



15 In the IBM Watson Studio “My Projects/AI
and Cognitive Models/Diabetes_SPSS”
screen
Note: Select “Import” to expand its menu,
click and drag “Data Asset” to create the
first node of the model flow

(Continued )



(Continued)

Slide Description Screen figure

16 In the IBM Watson Studio “My Projects/AI
and Cognitive Models/Diabetes_SPSS”
screen: right click “Data Asset” & select
“Open”
Note: Right click on “Data Asset” icon
and select “Open” the button to select
“Data asset” option for “diabetes.csv” as
shown



17 In the IBM Watson Studio “My Projects/AI
and Cognitive Models/Diabetes_SPSS”
screen, click “Data assets”
Note: Select “diabetes.csv” then select the
button “Save”

(Continued )



(Continued)

Slide Description Screen figure

18 IBM Watson Studio “My Projects/AI &
Cognitive Models/Diabetes_SPSS” screen:
observe Data Asset preview
Note: Make a right click on “Data Asset”
and select “Preview”



19 In IBM Watson Studio “My Projects/AI and
Cognitive Models/Diabetes_SPSS” screen:
after selection of Data Asset.Preview
Note: Be familiar with the attribute of each
field for the “Diabetes.csv”

(Continued )



(Continued)

Slide Description Screen figure

20 In IBM Watson Studio “My Projects/AI and
Cognitive Models/Diabetes_SPSS” screen:
apply a “Filter for the data”
Note: Extent menu for: “Field Operations,”
drag “Filter” icon to the Model Flow, joint
the nodes, right click “Filter” and select
“Open”



21 In IBM Watson Studio “My Projects/AI and
Cognitive Models/Diabetes_SPSS” screen:
“Filter” node option
Note: Select “Retain the select fields”,
“Toggle All Fields” . Also indicated the 4
fields of the dataset: “press,” “mass,”
“insu,” and “class” using “Add Columns,”
and press the button “Ok”

(Continued )



(Continued)

Slide Description Screen figure

22 In IBM Watson Studio “My Projects/AI and
Cognitive Models/Diabetes_SPSS” screen:
Using a “Field Operations. Type” node
Note: Extent menu: “Field Operations,”
drag “Type” icon to Model Flow, joint the
node with “Filter,” right click “Type” and
select “Open”



23 In IBM Watson Studio “My Projects/AI and
Cognitive Models/Diabetes_SPSS” screen:
Using a “Field Operations. Type” open
Note: With “Filter Type” open specify the
role of the field “class” as a Target and
press the button “Save”

(Continued )



(Continued)

Slide Description Screen figure

24 In IBM Watson Studio “My Projects/AI and
Cognitive Models/Diabetes_SPSS” screen:
Using a “Graphs.Distribution” node
Note: Extent menu: “Graphs,” drag
“Distribution” icon to Model Flow, joint
the node with “Type,” right click “Class”
and select “Open,” specify “Class” as a
name. “Plot Selected fields: Filed
(discrete),” press the button “Save” and run
the model flow



25 In IBM Watson Studio “My Projects/AI and
Cognitive Models/Diabetes_SPSS” screen:
After Run Model flow for “class”
distribution chart.
Note: After running the Model Flow an
Output class is shown, click on eye
symbol and a “Bar graph” is opened in
another screen with the distribution of the
field “class” the count of
“tested_negative5 500” and
“tested_positive5299” for this diabetes
dataset

(Continued )



(Continued)

Slide Description Screen figure

26 IBM Watson Studio “My Projects/AI and
Cognitive Models/Diabetes_SPSS” screen:
Run Model flow for “age,” “pedi & class
graph”
Note: Extent menu: “Graphs,” drag “Plot”
icon to the Model Flow, joint the node
with “diabetes,” right click “Plot” and
select “Open,” Specify “Plot” selecting “3-
D graph,” assign: “x-field5 age,” “y-
field5pedi,” “z-field5 class,” press the
button “Save,” and with right click on
“Multiplot” node select “Run” the model
flow for this node



27 IBM Watson Studio “My Projects/AI and
Cognitive Models/Diabetes_SPSS” screen:
Run Model flow for “age,” “pedi & class”
graph
Note: After running the Model Flow from
the node “Plot” select on the Outputs “age
vs pedi vs class,” double click it and a “3D
graph” is shown that the “Pedi” values are
frequently higher for
“class5 tested_positive” than
“class5 tested_negative” in this dataset

(Continued )



(Continued)

Slide Description Screen figure

28 IBM Watson Studio “My Projects/AI and
Cognitive Models/Diabetes_SPSS” screen:
Run Model flow for “class & plas vs
others”
Note: Extent menu: “Graphs,” drag
“Multiplot” icon to the Model Flow, joint
the node with “diabetes,” right click
“Multiplot” node and select “Open,”
specify “Plot” assigning: “x-field5plas,”
“y-field5pedi, mass, insu, skin, pres, and
preg,” activate “panel5 normalize,” press
the button “Save” and with right click on
“Multiplot” select “run” the model flow for
this node



29 IBM Watson Studio “My Projects/AI and
Cognitive Models/Diabetes_SPSS” screen.
Run Model flow for “class & plas vs
others”
Note: After running the Model Flow from
the node “Multiplot” select on the Output
“6 Fields vs plas,” double click it and a
“Multiplot” in another screen shows that
the larger values of “plas” tends to greater
likelihood for “testing_positive” than
“testing_negative” in diabetes for this
particular and small dataset

(Continued )



(Continued)

Slide Description Screen figure

30 IBM Watson Studio My Projects/AI and
Cognitive Models
Note: Select “AI and Cognitive Models”
and observe that “Data assets with
diabetes.csv,” “Modeler flow with
Diabetes_SPSS.” Log out clicking in the
upper right corner of the screen and finally
“Log out”



Conclusions

Using the “IBM Model flow” for a basic analysis for

this specific “diabetes.csv” dataset, we observed the fol-

lowing conclusions:

� “Distribution plot” of “class” attribute shown in

Fig. 3.16A: there are a total instance of 500 for “tes-

ted_negative equal to 65.1%,” and 268 for “tested_po-

sitive equal to 34.9%.”
� “3D-plot” of “age vs. class vs. pedi” as shown in

Fig. 3.16B: there are frequently higher values of “pedi”

with “class5 tested_positive” with [min5 0.088,

max5 2.42, average5 0.55, std-dev5 0.372] than

“class5 tested_negative” with [min5 0.078, max5 2.33,

average5 0.43, std-dev5 0.299].
� Based on the “normalized multiline plots” of x5 “plas”

versus y5 [“pedi,” “mass,” “insu,” “skin,” “pres,”

“preg”] separated by “class” as shown in Fig. 3.16C

and D, it indicates that larger values of “plas” tends to

show a greater likelihood of “testing_positive” for

diabetes.

Recommendations

� Update the dataset to include the following diabetes

attributes: “urine_test” and “hemoglobin_A1c_test.”

x “urine_test” may be done in people with diabetes

to evaluate severe “hyperglycemia,” that is, severe

high blood sugar, by looking for “ketones” in the

urine. “Ketones” are a metabolic product produced

when fat is metabolized. “Urine tests” are also

done to look for the presence of protein in the

urine, which is a sign of kidney damage [19]

[https://www.medicinenet.com/urine_tests_for_dia-

betes/article.htm]

x “hemoglobin_A1c_test” tells our average level of

blood sugar over the past 2�3 months. It is also

called “HbA1c,” “glycated hemoglobin test,” and

“glycohemoglobin.” People who have diabetes

need this test regularly to see if their levels are

staying within range. For people without diabetes,

the normal range for the “hemoglobin A1c” level is

between 4% and 5.6%. “Hemoglobin A1c” levels

between 5.7% and 6.4% mean you have a higher

chance of getting diabetes. Levels of 6.5% or high-

er mean you have diabetes [20].
� A larger dataset will help to analyze with more preci-

sion the diabetes.
� Apply “Machine Learning (ML)” algorithms for classi-

fication in a dataset that describes a population that is

under a high risk of the onset of diabetes [21].

In this example the IBM Watson Studio was used for a “basic

analysis of a diabetes dataset to find relations between their

variables applying IBM SPSS Modeler Flow,” the modeling

nodes will be explained in Chapter 4, Machine Learning

Models Applied to Biomedical Engineering.

FIGURE 3.16 Plots generated in IBM Watson Studio using IBM SPSS Modeler Flow for a “Basic analysis of a diabetes dataset to find relations

between their variables.”
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3.5 Examples of applications of
evolutionary algorithms with other AI
tools in biomedical engineering

The applications of “evolutionary algorithms,” such as

the “Genetic Algorithms” based on “Darwinian evolution,”

are endless in “Biomedical Engineering,” especially in

“Neurology,” “Radiology,” “Oncology,” “Cardiology,”

“Radiotherapy,” “Endocrinology, “Health care management”

and many other fields of medicine [22]. Some examples are:

� “Neurology” has many applications of “Evolutionary

Algorithms.” The most frequently used are:

x “Detection of Brain lesion, such as the ones

formed in Multiple sclerosis (MS),” which is a

debilitating inflammatory disease in the neural sys-

tem that forms scars in the brain’s white matter,

these scars are known as “plaques” [23].

x “Detection of seizures in electroencephalogram

(EEG).” A test records the electrical signals of the

brain, and seizure can be detecting by analyzing

abnormal brain electrical discharges. “GA” is used

to find the optimal parameters for and architecture

of the “Artificial Neural networks (ANN)” [24].

x “Detection of mitochondrial dysfunctions” that

play an important role in “Parkinson’s disease

(PD).” “GA” are used to detect biologically impor-

tant patterns of mitochondrial mutations in

Parkinson’s patients, in addition to the simple com-

parison of mitochondrial mutations between

healthy and disease conditions [25].

x And many more applications of “Evolutionary

Algorithms in neurology.”
� “Radiology” is based on use of “bioinstruments,” which

are machines to scan images from the human body:

x “X-rays” use a form of electromagnetic radiation.

x “Computed Tomography (CT)” uses a computer-

processed combination of many X-ray images

taken from different angles, to produce cross-

sectional images as virtual slices from the body.

x “Magnetic Resonance Imaging (MRI)” uses strong

magnetic fields, radio waves, and field gradients to

form body image slices.

x “Functional magnetic resonance imaging (fMRI)”

uses MRI technology that measures brain activity

by detecting changes associated with blood flow.

x “Ultrasound imaging” is a diagnostic imaging

technique based on the application of ultrasound as

the “Doppler Ultrasound Analyzer” devices based

on the Doppler effect as a phenomenon, in which

an observer perceives a change in the frequency of

the sound emitted by the source, when the source,

the observer, or both are moving.

x And many other types of “imaging bioinstrument

machines.”

These imaging techniques generate a large amount of

data that needs to be analyzed and interpreted by radiolo-

gists in a relatively short time. It is necessary to detect

the shape and size of objects in these images through

edge detection by using “Evolutionary Algorithms,” as

stated in the following research papers:
� “Detect macrocalcifications that suggest breast

cancer screening primarily using mammography”:

automatic detection of the breast border and nipple

position on digital mammograms using a genetic

algorithm for an asymmetry approach to detection

of microcalcifications [26].
� “Mammograms combining wavelet analysis and

genetic algorithm”: segmentation and detection of

breast cancer in mammograms combining “Wavelet

Analysis” and “Genetic Algorithm” [27].
� “Classification in digital mammograms”: a

“genetic algorithm” design for microcalcification

detection and classification in digital “mammo-

grams” [28].
� “Detection of microcalcifications clusters”: a dis-

tributed genetic algorithm for parameters optimiza-

tion to detect microcalcifications in digital

mammograms [29] and a driven genetic algorithm

for microcalcification cluster detection [30].
� “Detection, analysis y classification of ultrasound

breast tumor images”: combining “support vector

machine” with “genetic algorithm” to classify

ultrasound breast tumor images [31].
� “Detection of myocardial infarction”: a “genetic

algorithm to select variables in logistic regres-

sion”: example in the domain of myocardial infarc-

tion [32].
� “Classification of mass and normal breast tissue”:

image feature selection by a genetic algorithm:

application for classification of mass and normal

breast tissue [33].
� “Detection of solitary lung nodules” using quality

threshold clustering, genetic algorithm, and diver-

sity index [34].
� And many other applications developed for “radi-

ology using Evolutionary Algorithms.”
� “Oncology” uses screening tests for early detection

followed by proper treatment that could improve the

survival rate of patients. The various methods include:

x “Biomolecular information generated via spectros-

copy” that can be analyzed by a “GA” partial least

square-discriminant analysis system to differentiate

between a normal and dysplastic cervix [35].

x “Detect massive gene expression used for molecu-

lar diagnostics and prognosis using DNA microar-

rays.” DNA microarrays generate a large set of

data that need to be analyzed to detect the key

predictive genes. “GA” has the capability to search

and find optimal solutions among large and
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complex solutions through many interactions,

allowing the detection of many cancer cells [36].

x “Find relationships between several elements and

cancer”: this can be achieved using a combination

of “GA,” “Regression Analysis,” and “Least

Square Support Vector Machine (LSSVM) model”

to find patterns in training data to predict the mor-

tality of cancer cervical and trace elements [37].

Modeling the relationship between cervical cancer

mortality and trace elements is based on genetic

algorithm-partial least squares and support vector

machines [38].

x And many other techniques specially developed for

“Oncology applying “Evolutionary Algorithms.”
� “Cardiology” uses “Evolutionary Algorithms” in many

fields of cardiovascular medicine, such as:

x “Detection and analysis of atherosclerotic pla-

ques,” which are the indicators most myocardial

infarctions and strokes. Frequently the plaque

mechanical properties, such as elasticity, allow to

locate the unstable plaques [39].

x “Model the presence of myocardial infarction

in patients with chest pain”: a “Genetic Algorithm” is

used to select variables in “Logistic Regression”: an

example in the domain of myocardial infarction [32].

x “Interpretation of the electrocardiogram (ECG)

based on the detection of QRS complex to diagnose

“Cardiac arrhythmias,” where the “QRS complex is

a specific sequence of deflections” seen on the print-

out of an “ECG,” representing the depolarization of

the right and left ventricles of the heart [40].

x And many other applications specially design for

“Cardiology using Evolutionary Algorithms.”
� “Radiotherapy” is a treatment where radiation is used

to kill cancer cells. These treatments use “bioinstru-

ments” to apply “Intensity modulated radiotherapy

(IMRT)” to transfer accurate doses of radiation to a tar-

get tumor in the brain, prostate, etc. They damage can-

cer cells and stop them from growing or spreading in

the body. Examples of “Evolutionary Algorithms” are:

x “Planning IMRT sessions,” which typically involves

the selection of 5�10 angles for “wavelet” projection

and determining the radiation dose. “GA” could

improve the selection of “gantry angles” in a reason-

able time frame, where the “gantry of a computed

tomography scanner (CT)” is a ring or cylinder, into

which a patient is placed. The “X-ray tube” and “X-

ray detector “spin rapidly in the gantry, as the patient

is moved in and out of the gantry [41].

x “Calculation and planning of irradiation planning

for other types of cancer including pancreatic [42],

rhabdomyosarcoma, and brain tumors [43].

x And many other algorithms based on “Evolutionary

Algorithms for precise irradiation planning for dif-

ferent human body organs.”

� “Endocrinology” is a branch of biology and medicine

dealing with the endocrine system, its diseases, and its

specific secretions known as “hormones,” that need

many special algorithms to:

x “Detect hypoglycemia,” which is the most common

complication of “insulin therapy” in patients

with “type 1 diabetes mellitus.” “Hypoglycemia”

can induce alterations in the patterns of

“Electroencephalograms (EEC)” signals that can

be detected by the combination of different

“AI tools” as: “Artificial Neural Networks (ANN)”

for training, “Genetic Algorithms (GA)” for

search and “Levenberg-Marquardt (LM)” training

techniques used to solve nonlinear least squares

problem [44].

x “Detect noninvasive episodes of nocturnal hypogly-

cemia” using “heart rate and corrected QT

interval” that represents the time taken for ventric-

ular depolarization and repolarization applying

different “AI tools,” such as “GA” based “Multiple

Regression” with “Fuzzy Inference System” [45].

x And many other “AI algorithms for Endocrinology

applications.”
� “Health care management” as the administration,

management, or oversight of healthcare systems, pub-

lic health systems, hospitals, entire hospital networks,

or other medical facilities. “AI tools” based on

“Evolutionary Algorithms” can be applied for many

applications of hospital management to improve

patient servicing, satisfaction, and cost-effectiveness

ratios as well as the efficient scheduling of patient’s

admission and follow-up, such as:

x “Improve the patient admissions and scheduling in

different hospital areas” using a mathematical

model developed and optimized applying a “GA”

[46], and clinical pathways scheduling using

hybrid genetic algorithm [47].

x “Optimization of clinical laboratories”: “GAs”

have been applied to improve staff rotation sched-

uling in a clinical laboratory, for planning the rota-

tion of staff effectively, ensuring the maintenance

of techniques and skills, saving time and the cost

necessary for the scheduling process.

x And many other algorithms based on “Evolutionary

Algorithms” for health care management.”

There are many other Evolutionary Algorithms that can

be applied in other biomedical engineering fields, such

as: “Obstetrics and gynecology,” “Pediatrics,” “Surgery,”

“Pulmonology,” “Infectious diseases,” “Rehabilitation medi-

cine,” “Orthopedics,” “Pharmacotherapy,” etc. The under-

standing of the methods explained in this chapter will

facilitate the optimization of many AI applications devel-

oped for BME.
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Chapter 4

Machine Learning Models Applied to
Biomedical Engineering

4.1 Introduction

As explained in Section 1.4, “Machine Learning (ML)” is

a subset of “AI” that evolved from the study of “pattern

recognition and computational learning theory.” “ML”

has seven specific steps to follow to achieve its goal of

obtaining a valid model for prediction, these steps were

explained in Section 1.3.8 and summarized in Fig. 1.4;

these are “data collection,” “data preparation and explo-

ration,” “feature engineering,” “model selection,” “model

training,” “model evaluation,” and “model prediction and

deployment”:

Step 1) “Data collection*” is made under two terms:

“data schema” and “semantic types.”

Step 2) “Data preparation and exploration*” is the

cleaning of data collected, and data exploration is the

tools to avoid the problems of “AI bias.”

Step 3) “Feature engineering*” consists of the feature

selection and includes the deletion of irrelevant attri-

butes or even the creation of new features, “apply

dimensionality using Principal Component Analysis

(PCA)” and “finally split the dataset into training and

evaluation sets.”

Step 4) “Model selection*” refers to the selection of

the best algorithm and the platform, which could be

“open source language,” “high-performance lan-

guage,” “special AI cloud applications,” or others.

Step 5) “Model training*” is running the algorithm to

obtain a process model based on iteration as a training

step using the actual dataset, to train the model for

performing various actions, model evaluation, and

model prediction and deployment.

Step 6) “Model evaluation and tuning*” are the use of

metrics or a combination of them to measure the

objective performance of the model and to select the

best algorithm for that specific purpose.

Step 7) “Model prediction and deployment*” is where

the “ML model” obtained is used to predict the out-

come of what we need, and the “deployment” refers to

the creation of applications of a model for predictions

using a new data where it is needed.

“Machine Learning (ML)” is a subset of “AI” that evolved

from the study of “pattern recognition and computational

learning theory.” “ML” has seven specific steps to follow to

achieve its goal of obtaining a valid model for prediction,

these steps were explained in Section 1.3.8 and summa-

rized in Fig. 1.4.

4.2 Choosing the best ML model

Each “ML model” has its strengths and weakness for each

specific scenario; “there are no rules of thumb or easy steps

to follow.” The basic questions for narrowing the selection

of the “ML model” to use are the “data to analyze,” “task(s)

to accomplish,” “software type,” “hardware needed,”

“deployment needed,” and “type of validation.” Where:

� “Data to analyze”:

x Type of data: “discrete values” or “continuous.”

x Data complexity: “straightforward or complex.”

Allows try to detect and ignore irrelevant attributes.

x Size of the datasets: “small, medium, or large.”
� “Task to accomplish”:

x Describe “exactly what we want to accomplish.”

x Visualize: “have a clear visualization of the pro-

cess needed before proceed.”

x Detail needed: “define the amount of detail needed

in the results.”
� “Software type”:

x Select computer language (free AI and general-

purpose programming language), such as open

source language, for example, “cURL” (command

lines or scripts to transfer data), “Java,”

“JavaScript,” “Python,” “Scala,” “R language”

(free AI data-statistical analysis programming lan-

guage), or others.
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x High-performance language such as “MATLABs,”

“Lisp,” “Prolog,” others.

x Special AI cloud computing services such as “IBM

Cloud Watson Machine,” “Amazon Web Services

(AWS),” “Microsoft Azure,” and others.
� “Hardware needed”:

x Processing power: limited, normal, excessive.

x Storage needed: limited, normal, excessive.
� “Deployment needed”:

x Locally, private, public, hybrid, community cloud,

or other.

x Need real time?

x Monouser or multiuser?
� “Type of validation”: “Validation gives a numeric esti-

mation of the difference between the actual data in the

dataset and the estimated result,” but it is important to

mention that this is performance is obtained only with

the data used to train it. Then, this is not a guarantee

that the model is either “overfitting” or “underfitting.”

“Overfitting” is when the “ML model” starts learning

from the noise and inaccurate data that probably will

lead to obtaining a wrong prediction, and “underfit-

ting” is when the “ML model” cannot capture the

underlying trend of the data. “Cross-validation” is a

technique to evaluate “ML algorithm’s performance”

based on a partition of dataset in a subset for training

and the other subset for testing. There are two general

methods for classification of “cross-validation”: “non-

exhaustive” and “exhaustive”.

x “Nonexhaustive,” where the data is trained only

for some combinations from the dataset. The most

common methods are the following:

� “Holdout method”: the easiest “cross-

validation” method that splits the entire data-

set into two sets, a “training set” and a “test

or validation set.” The problem is that any

data could be in the “training set” or in the

“validation set,” and have a high variance.

Note: Variance on statistics measures vari-

ability from the average or mean

� “K-Fold cross-validation”: the original train-

ing set is divided into “k subsets.” In each

fold, one of the “k subsets” is taken as the

“validation set,” and the “remaining k2 1 sub-

sets are used as the training set.” The “error

estimations from all the folds” are taken and

“averaged to give us the final error estimation

of the model,” based in that all the “k sets for val-

idation,” each datapoint appears in the validation

set exactly once. And each point of data appears

in the training set exactly “k2 1” times, then the

accuracy of the “ML model” is improved.

� “Stratified K-fold cross-validation”: the differ-

ence is that in each set a verification is made

that in each category there are equal or close

results and/or the “means of all outcomes are

comparable.”

x “Exhaustive”: data is trained for all possible com-

binations. The most common methods are:

� “Leave-P-out cross-validation”: the “n” data

points are divided into “n�p” that are taken in

one iteration and the remaining “p” are used

for validation, where the iteration checks all

possible combination of “p.”

� “Leave-one-out cross-validation”: very similar

to the “Leave-P-out cross-validation” but “p”

is always “1,” with the advantage that this

method is less “exhaustive.”

The “ML Model” to select to find the solution depends

on the type of ML problem; generally this can be “unsu-

pervised learning,” “supervised learning,” “reinforcement

learning,” “survival models,” “association rules,” and

others.

4.2.1 Unsupervised learning

“Unsupervised learning” is used when the data do not

include the result for each case, meaning that the ground

truths are unknown. “Unsupervised Learning Models”

have the ability to find “patterns in a stream of inputs”

known as “clusters,” because they are in groups and inter-

preted based only on input data without “labels”

responses. “Clustering is used for exploratory data analy-

sis to find hidden patterns or grouping of the data.” In

“biomedical engineering” it is used for many application

as “gene sequence analysis,” “motion detection,”

“Natural Language Processing (NLP),” and as “computa-

tional biology” for tumor detection, drug discovery, etc.

The “ML models” frequently used as “Unsupervised

Learning” are indicated in Fig. 4.1, they are: “k-means*,”

“k-Medoids,” “Hierarchical,” “Gaussian Mixture,”

“Artificial Neural Networks,” “Hidden Markov,” “Self-

organizing map,” and others.

Note*: See “k-means” applied on: “Research 4.1

Tutorial example IBM Watson SPSS Modeler Flow for

“ML Model for Diabetes.”

4.2.2 Supervised learning

“Supervised Learning” is used when data include a result

for each case. It develops predictive models based on

both input and output data. This kind of algorithm is used

for “classification” and “regression.”

� “Classification” is used to assign items to a “discrete

group or class” based on specific set of features. For

example: “tumor classification” as “cancerous” or

“benign,” classification on input data with applications
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for “medical imaging,” “speech recognition,” etc. The

“ML models” frequently used for “Supervised

Learning: Classification” are shown in Fig. 4.1, they

are: “Support Vector Machines (SVM),” “Discriminant

Analysis,” “Naive Bayes,” “Nearest Neighbor,” and

others.
� “Regression” is used to produce “continuous

responses” using a function that describes the relation-

ship between inputs and outputs and predicts how the

outputs should change as the inputs change. For exam-

ple, to “predict changes on body temperature,” “pre-

dict heart attacks,” and many other predictions based

on data from previous patients, such as age, weight,

height, blood pressure, etc. The “ML models” fre-

quently used as “Supervised Learning: Regression”

are indicated in Fig. 4.1, they are “Linear Regression,”

“Support Vector Regression (SVR), “Gaussian Process

Regression (GPR),” “Ensemble Methods,” “Decision

Tress,” “Artificial Neural Networks,” and others.

4.2.3 Reinforcement learning

“Reinforcement Learning (RL)” is inspired by behavior-

ist psychology, concerned with how software agents

ought to take actions in an environment so as to maxi-

mize some notion of cumulative reward. In others words,

“RL” are “ML algorithms” that focus on training follow-

ing the “attempts and failures approach” similar to

“trial-and-error learning” but adding a “reward.” “RL”

is considered as a “reward-based learning” consisting of

an “agent” that evaluates the current situation as a

“state,” takes an “action,” and receives a “reward” if is

positive or “punishment” if is negative from the “envi-

ronment” in each attempt. “RL” does not use a labeled

dataset as in “Supervised Learning” and the “agent” is

not told which actions to follow to find a way of per-

forming a task; it only depends on the “rewards” and

“penalties” in each decision to signal that the taken

option is correct or incorrect through a “feedback” that

is sent when a task is completed. “The goal is to find a

set of consecutives actions or sequential decision that

maximize the “reward,” and each agent’s decision can

affect its future actions.” “RL” analyzes data to find

interconnections between data points and structures them

by similarities or differences. There are two major bio-

logical categories for reinforcement: “Primary” and

“Secondary”:

� “Primary reinforcement”, known also as “uncondi-

tional reinforcement”, occurs naturally in the human

body without any effort for learning, such as “sleep-

ing,” “breathing air,” “eating,” etc. “Genetics” and

“previous experience” has a role in reinforcing “posi-

tive or negative feedback.”
� “Secondary reinforcement,” known also as “condi-

tioned reinforcement,” uses a “stimulus as reward

when it is paired with another reinforcing stimulus,”-

such as “training a child,” etc.

“RL” has many applications in “biomedical engineer-

ing” because it was inspired by learning rules developed

in biology, and artificial agents are “sensory inputs” that

define the “states” of the “environment” and the outcome

of chosen actions obtain “rewards” or “punishments” that

the agent tries to optimize to survive and be useful [1].

FIGURE 4.1 ML general techniques with their main characteristic, and frequently used algorithms.
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Common “RL” algorithms are shown in Fig. 4.1. Some

“BME” examples are found in “computational neurosci-

ence” [2,3] where the study of “synaptic” plasticity shows

that the timescales of learning are directly related to the

“dynamical processes” of “neurons” and “synapses” as

explained in Section 2.3.1 and shown in Fig. 2.2.

Different studies on animal behaviors that learn training

[4], based on Hierarchical Reinforcement Learning

(HRL), and others methods.

Note*: Most of the “RL algorithms” employ “DL”

models, which are going to be explained in Chapter 6,

“Deep Learning Models Evolution Applied to Biomedical

Engineering.”

4.2.4 Survival models

“Survival models” are used to analyze data in which the

time until the event is of interest. The response is often

referred to as “failure time,” “survival time,” or “event

time.” “Survival analysis” is time to event analysis, this

happens when the outcome of interest is the time until an

event occurs. One important concept in “survival analy-

sis” is the concept of “censoring,” that is, the survival

times of some individuals might not be fully observed

due to different reasons. This might happen when the sur-

vival study (e.g., the clinical trial) stops before the full

survival times of all individuals can be observed, or a per-

son drops out of a study, or for long-term studies, when

the patient is lost to follow-up, etc. During a survival

study either the individual is observed to fail at time “T,”

or the observation on that individual ceases at time “c.”

Then the observation is “min(T,c)” and an indicator vari-

able ‘‘Ic’’ shows if the individual is censored or not.

The calculations for hazard and survivor functions must

be adjusted to account for censoring. The “survival func-

tion s tð Þ’’indicates the probability that the individual sur-

vives for longer than a certain time “t” as shown in

Eq. (4.1). The most commonly used distributions “p” are

“exponential,” “Weibull,” “lognormal,” “Burr,” and

“Birnbaum�Saunders distributions” [5].

Survival function probability s tð Þ5 p T $ tð Þ (4.1)

The accumulative probability of survival as a function

on time ‘‘S tð Þ’’ describes the probability that the survival

time of an individual exceeds a certain value as shown in

Eq. (4.2).

Survival function accumualtive probability S tð Þ5 12F tð Þ
(4.2)

where S(t) is the complement of the cumulative continu-

ous distribution function, and F(t) is the probability that

the survival time is less than or equal to a given point of

time.

The “Death density function f ðtÞ’’ can be obtained as

shown in Eq. (4.3).

Death density function f tð Þ5 dFðtÞ
dt

52
dSðtÞ
dt

(4.3)

And the “Hazard function”, which represents the prob-

ability that the event of interest occurs in the next instant

given a survival time “t,” is shown in Eq. (4.4).

Hazard function h tð Þ5 f ðtÞ
SðtÞ 52

d½ln S tð Þ�
dt

(4.4)

“Survival analysis” can be made using classic “statisti-

cal methods,” “ML methods,” and others. The most fre-

quently used “ML models for Survival analysis” are

shown in Fig. 4.1; they are “Survival Trees,” “Artificial

Neural Networks,” “Ensembles using: Random Survival

Forest and Bagging Survival Trees,” “Support Vector

Machines (SVMs),” and others. Some examples in “bio-

medical engineering” are the following: “infections: for

time-to-events as the time until get infection”; “diseases:

analysis for reoccurrence of a specific disease as breast

cancer” [6]; “health science: analysis of time for patients’

recovery”; and many other applications.

4.2.5 Association Rules

“Association Rules” is a rule-based ML method for dis-

covering interesting relations between variables in large

databases. It is intended to identify strong rules discov-

ered in databases using some measures of interestingness.

“Association Rules” does not extract individual prefer-

ence, it finds relationships between a set of elements of

every distinct case or transaction. An Association rule has

“itemset”, this is a list of “antecedents” and their related

“consequents.” “Association Rules” has infinity applica-

tions for “Knowledge Discovery in Database (KDD).” For

example, in “Neurology,” the “antecedent” could be the

“symptoms” and the “consequent” could be the “diseases”

as shown in Eq. (4.5).

Association Rules for Neurologic diseases example

Antecedentsf g- Consequent
� �

Typical motors2 symptoms;Non2motors symptoms
� �

- Neurologicdisease
� �

itemset5 typical motors2 symptoms;
�

Non2motors symptoms;Neurologicdiseaseg
(4.5)

These kinds of association are very helpful for recom-

mending medical procedures, therapies, medicine

dosages, detecting the degree of the disease, etc. Various

metrics are used to understand the strength of the associa-

tion between “antecedent” and “consequents,” such as

“support,” “confidence,” and “lift”:
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� “Support” gives a value related to the frequency of an

itemset in all the cases. Mathematically, “support” is

the fraction of the total number of transactions in

which the itemset occurs, as indicated in Eq. (4.6).

Association Rules: Support metric Support

Xf g-fygð Þ5 T Xf g; fYgð Þ
TT

(4.6)

where {X} is the list of first items, for example, typical

motor symptoms; {Y} is the list of second items, for

example, typical nonmotor symptoms; Support ({X}-
{y}) is the frequency of {X} associated with {Y}; T(X,Y)

is the number of transactions containing both {X} and

{Y}; and TT is the total number of all kind of

transactions.
� “Confidence” is the value of the concurrent of the

“consequent” that has the “antecedent,” as indicated in

Eq. (4.7).

Association Rules: Confidence metric Confidence

Xf g-fygð Þ5 T Xf g; fYgð Þ
T Xf gð Þ

(4.7)

� “Lift” is a value for the “support” of “consequent”

while calculating the “conditional probability of the

occurrence” of “{Y}” given “{X},” as indicated in

Eq. (4.8).

Association Rules: Lift metric Lift

Xf g-fygð Þ5 T Xf g; Yf gð Þ=T Xf gð Þ
T Yf gð Þ

The results are obtained generating the general rules

from the entire list of items and identifying the most

important ones. “Association Rules” is summarized as

shown in Fig. 4.1. One frequently used algorithm is

known as “Apriori algorithm” that executes a pruning to

efficiently get all the frequent “itemset” [7,8].

There is not an easy method to choose the best “ML

model*.” To find the best model depends on the type of

machine learning problem, generally this can be:

“Unsupervised Learning,” “Supervised Learning,”

“Reinforcement Learning,” “Survival Models,” “Association

Rules,” and others. Each “ML model” type has its strengths

and weaknesses for each specific data scenario. Note*5

There are Automated Machine Learning that automates and

eliminates manual steps requierd to go from a data set to a

predictive models as “AutoML from Mathworks”, “AutoML

for IBM AI (see research tutorial section 4.12.2.4)”, and

many others.

4.3 ML clusters, classification, and
regression models

Three of the most relevant tasks in “ML” are

“Clustering,” “Classification,” and “Regression”:

� “Clustering” is defined as the partitioning of a data

into subsets known as “clusters,” so that data in each

subset ideally share some characteristics. In general,

“ML Clusters models” are used to draw conclusions

from the assigned items to a “discrete group or class”

based on specific set of features, as their statistical

properties, distance from each other’s, etc. There are

two general types of “clusters,” the most commons

are: “Hierarchical” and “Partitional.”

x “Hierarchical” is a cluster tree known as a “den-

drogram” to represent data, where each group is

represented as a “node” linking to two or more

successor groups. The groups are nested and orga-

nized as a “tree,” which ideally ends up as a mean-

ingful classification scheme.

x “Partitional” decomposes a dataset into a set of dis-

joint clusters. Given a dataset of “N” points, a parti-

tioning method constructs “K (N$K)” partitions of

the data, with each partition representing a cluster.
� “Classification” has the objective of dividing the sam-

ples into “classes” and uses a training set of previously

labeled data. In general, “ML Classification models try

to draw some conclusions from the input data given

for training.” There are two ways to assign a new

value to a given class: “Crispy classification”, where

for a given input the classifier returns its label; and

“Probabilistic classification,” where for a given input

the classifier returns its probabilities to belong to each

class. The “Probabilistic classification” can be used to

generate models in two ways: “Generative models”

and “Discriminant models.” The “Generative models”

learn the joint probability distribution p(x, y); it pre-

dicts the conditional probability with the help of

“Bayes Theorem.” The “Discriminant models” learn

the conditional probability distribution “p(y|x).” There

are three general classification types: “Binary classifi-

cation,” “Multiclass classification,” and “Multilabel

classification”:

x “Binary classification” is a classification task with

two possible outcomes, for example, “True or

False,” “Male or Female.”

x “Multiclass classification” is a classification task

with more than two classes, each sample is

assigned to one and only one target label, for

example, in neurology diseases: “Parkinson’s,”

“Alzheimer’s,” “multiple sclerosis,” etc.

x “Multilabel classification” is a classification task

where each sample is mapped to a set of target
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labels that represent more than one class, for

example, about “diseases,” “a person,” and “stage”

at the same time.

Note*: “Classification” is in some way similar to

“clustering,” but it requires to know ahead of time how

“classes” are defined in the dataset.

� “Regression” has the main objective to obtain a model

that can predict new values based on the past ones.

“Regression” inferences compute the new values for a

dependent variable based on the values of one or more

measured attributes. In general, “ML Regressions mod-

els are used to predict assign items to a class.” There

are many general classification types; the more fre-

quently used are “Linear regression,” “Polynomial

regression,” “Logistic regression,” “Ridge regression,”

“Support vector regression,” and others, where:

x “Linear regression” represents the relationship

between the dependent variable and independent

variables assumed to be linear in nature.

x “Polynomial regression” represents the fit of a

nonlinear equation by taking polynomial functions

of independent variable.

x “Logistic regression” is used when the dependent

variable is binary having two categories, for exam-

ple, “true or false.” In “Logistic regression” the

independent variables can be continuous or binary.

x “Ridge regression” is used when there exists a

“collinearity” near-linear relationship among the

feature variables. It is important to mention that

“linear or polylineal regressions” fails when there

is high “collinearity” among the feature variables.

x “Support vector regression” is used to find a func-

tion such that all points are within a certain dis-

tance from this function; it can solve both linear

and nonlinear models.

Some common “ML Clusters, Classification and

Regression family models” are summarized in Figs. 4.2

and 4.3, the most common are: “Naive Bayes,” “K-

Nearest Neighbor,” “Decision Trees,” “Support Vector

Machine,” “Artificial Neural Networks,” “Discriminant

analysis,” “Logistic Regression Classifier,” “Ensemble

Classifiers,” and others.

4.4 Naive Bayes family models for
supervised learning

“Naive Bayes classifiers” is a family of algorithms that

inherits the following attributes: “Discriminant functions,”

“Probabilistic generative models,” “Bayesian theorem,”

“Naive assumptions of independence,” and “Equal impor-

tance of feature vectors.”

FIGURE 4.2 Frequently used ML family models, part 1.
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4.4.1 Models: Gaussian Naive Bayes,

multinomial Naive Bayes, Bernoulli Naive Bayes,

Kernel Naive Bayes

The most common family members in “Naive Bayes classi-

fiers” are: “Gaussian Naive Bayes” and the “Kernel Naive

Bayes.” They are a special type of “Supervised Learning”

because a label is needed to calculate the probability for a

specific value of a specific feature. These algorithms could

do “simultaneous multiclass predictions.” The “generative

models” are based on the assumptions of the random vari-

able mapping of each feature vector these may even be

classified as “Gaussian Naive Bayes” using normal distribu-

tion, “Multinomial Naive Bayes” used for discrete counts,

“Bernoulli Naive Bayes” used a binomial model for binary

vectors, etc. In contrast to the “Naive Bayes operator,” the

“Naive Bayes Kernel operator” can be applied on numerical

attributes, where the kernel is a weighting function used in

nonparametric estimation techniques.

The simplest Bayesian network models are a family of

simple “probabilistic classifiers” based on applying

“Bayes’ theorem” that indicates strong (naive) indepen-

dence assumptions between the features “A” and “B,” that

is, how often “A” happens given that “B” happens, indi-

cated as “p Aj;Bð Þ; ’’ when we know how often “B” hap-

pens given that “A” happens indicated as ‘‘p Bj;Að Þ; ’’ and
how likely “A” and “B” are on their own “p Að Þ’’ or

“p Bð Þ; ’’ as shown in Eq. (4.8) [9].

Bayes0theorem p Aj;Bð Þ5 p ðBjAÞ p Að Þ
p Bð Þ (4.8)

“Naive Bayes classifier calculates the probabilities for every

factor assuming that the features are independent,” for

example, if we have an “event E” with “n” features }xn’’

indicated as: “E 5 x1; x2; . . . ; xn.” We first calculate the

probability for each feature given “event E” happens as:

“p x1
E

� �
; p x2

E

� �
;p x3

E

� �
; . . . :;p xn

E

� �
”. Then make a selection of

the feature based on the maximum probability value. In

summary, this kind of “ML” known as “Naive Bayes classi-

fiers is just a matter of counting how many times each attri-

bute cooccurs with each class.”

4.5 k-Nearest neighbor family models for
supervised learning

“k-Nearest neighbor (kNN)” is a family of algorithms that

categorize data points based on their distance to other

points in a training dataset as a way to classify data into a

“class” among its “k” nearest neighbors. They can also be

used for “regression,” where the output is the property

value for the object.

4.5.1 Family models: fine kNN, medium kNN,

coarse kNN, cosine kNN, cubic kNN, and

weighted kNN

The most commonly used members in the “k-nearest

neighbor family” are: “fine kNN,” “medium kNN,”

“coarse kNN,” “cosine kNN,” “cubic kNN,” and “weighted

kNN.” In these algorithms there are no training phases.

FIGURE 4.3 Frequently used ML family models, part 2.
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The “kNN” family of classification algorithms and regres-

sion algorithms is often referred to as “memory-based

learning” or “instance-based learning” or “lazy learning.”

“kNN” belongs to the family of “supervised ML” algo-

rithms, which means we use a “labeled identifier” in the

“target variable” dataset to predict the “class” of new

data point. A variety of distance criteria can be chosen

from: the “kNN algorithm” gives the user the flexibility

to choose distance while building the “kNN model.”

Based on:

� “Euclidean distance” ordinary straight-line distance

between two points in Euclidean space, as shown in

Eq. (4.9)

Euclidian distance a2bj jj j2 5
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXn
i

ai2bið Þ2
s

(4.9)

� “Hamming distance” is a metric for measuring the edit

distance between two sequences, as shown in

Eq. (4.10)

Hamming distance or Squared Euclidian distance

a2bj jj j22 5
Xn
i

ðai2biÞ2
(4.10)

� “Manhattan distance” is the sum of the lengths of the

projections of the line segment between the points

onto the coordinate axes, as shown in Eq. (4.11)

Manhatan distance a2bj jj j1 5
Xn
i

ai 2 bij j (4.11)

� “Minkowski distance” is a metric in a normed vector

space which can be considered as a generalization of

both the “Euclidean distance” and the “Manhattan

distance”.

The “k-nearest neighbor (kNN) family models” are

considered in general as “crisp classification algorithms”

with the exception of the “fuzzy KNN classification algo-

rithms” [10].

In summary “kNN assumes that similar things exist in

close proximity.” In other words, similar things are near

to each other. The steps are as follows:

� Load the data, that is, a pair of vectors. [Xn,Yn],

where n is the number of elements, Xn is the input

vector, and Yn is the output class.
� Initialize “k” to a chosen number of neighbors.
� For each example in the data:

x Calculate the distance between the query example

and the current example from the data;

x Add the distance and the index of the example to

an ordered collection;

x Sort the ordered collection of distances and indices

from smallest to largest by the distances;

x Pick the first “k” entries from the sorted collection;

x Get the labels of the selected “k” entries;

x If regression, return the mean of the “k” labels;

x If classification, return the mode of the “k” labels.

“kNN” has the following advantages: robust, intuitive, and

simple algorithms; does not take many assumptions; does

not need training steps; constantly evolves; can also be

implemented for multiclass problems; for “classification”

and “regression,” one needs only one “hyperparameter” as

the parameter whose value is set before the learning pro-

cess begins, and the rest of the parameters are aligned to it;

and it is flexible offering various methods to calculate dis-

tances. “kNN” has the following disadvantages: slow algo-

rithm because it works well with small number of input

variables but is very slow when the number of variables

increases; it is hard to choose the optimal number of neigh-

bors while classifying new data; it can be fooled by irrele-

vant attributes that obscure important attributes unless data

weights are applied; in addition it needs all values.

4.6 Decision trees family models for
supervised learning

“Decision Trees (DT)” are a family of algorithms that

split the original dataset into two or more subsets at each

algorithm step, until isolating the desired “classes.” Each

step produces a split in the dataset and each split can be

graphically represented as a node. “DT” algorithms solve

“binary or multinomial classification” problems and can

be used as: “classifiers” to obtain nominal responses

(“true” or “false”) and “regression” to obtain numeric

responses.

4.6.1 Family models: fine decision tree, medium

decision tree, and coarse decision tree

The most frequently used “Decision Trees” family mem-

bers are: “Fine Decision Tree,” “Medium Decision Tree,”

and “Coarse Decision Tree.” In “Decision Trees classi-

fier,” one way to display this algorithm is through condi-

tional control statements known as “learning decision

rules from features.” To split the nodes at the most impor-

tant features an “objective impurity function (OIÞ” must

be defined, as shown in Eq. (4.12), that maximizes the

information gain in each tree split [10].
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Decision Trees Classifier objective impurity function

OI Dp; f
� �

5 I Dp

� �
2

Nleft

Np

I Dleft

� �
1

Nright

Np

I Dright

� �0
@

1
A

(4.12)

where f is the feature to perform the split, Dp is the data-

set of the parent, I is the impurity measure, Dleft and

Dright are the dataset for the child nodes, and Nleft and

Nright are the number of samples in the child nodes.

In “Decision Trees regression” the “impurity measure-

ment function” is defined using “weighted mean squared

error (MSE),” as shown in Eq. (4.13).

Decision Trees Regression objective impurity function

Weighted mean squared error MSE tð Þ5 1

Nt

X
iADt

yi2ŷt
� �2

(4.13)

where Nt is the number of training samples at node t, Dt

is the trainer subset at node t, yi is the true target value,

and ŷt 5
1
Nt

P
iADt

yi
� �

is the predicted target value based

on the sample mean.

“DT” is relatively quick and easy to follow; it shows a

full representation of the path taken from root to leaf.

This is especially useful if you need to share the results

with people interested in how a conclusion was reached.

The main disadvantage of “decision trees” is that they

tend to “overfit,” but there are “ensemble methods” to

counteract this [11]. The “Decision Trees (DT) family

models” are considered in general as “crisp classification

algorithms” with the exception of the “fuzzy KNN classifi-

cation algorithms” [12].

In summary, “DT” is a decision support tool that uses a

“tree-like graph” or “model of decisions” and their possible

consequences, including chance event outcomes, resource

costs, and utility. The “DT” process is explained in the fol-

lowing steps:
� It begins with a “Root node” that represents the entire

population or sample.
� Then split the node into two or more subnodes. If a sub-

node can be split further, it is known as a “decision

node,” if the subnode cannot be split it is called a “ter-

minal node.”
� A subsection of the entire tree is called a “branch or

subtree.”
� A node that is divided into subnodes is called the “par-

ent node” of subnodes where each subnode is the child

of a parent node.
� When a subnode is removed from a “decision node,”

the process is called “pruning.”

4.7 Support vector machine family
members

“Support Vector Machine (SVM)” is a family of algo-

rithms for generalized “Linear Classifiers and

Regression” analysis as an extension of the “perceptron,”

that is a computer model that simulates the ability of the

human brain to recognize and discriminate.

4.7.1 Family models: linear SVM, fine Gaussian

SVM, medium Gaussian SVM, coarse Gaussian

SVM, quadratic SVM, and cubic SVM

The most commonly members used in the “SVM family”

are: “linear SVM,” “fine Gaussian SVM,” “medium

Gaussian SVM,” “coarse Gaussian SVM,” “quadratic

SVM,” and “cubic SVM.” The “SVM” is a “nonprobabilis-

tic binary linear classifier,” except for methods such as

“Platt scaling” that uses “SVM” in a “probabilistic classi-

fication.” When there are two classes “SVM classifiers”

data by finding the best “hyperplane” that separates all

data points from one class from the other class. If there

are more than two classes “SVM” creates a set of “binary

classification” subproblems with one “SVM learner” for

each one. The dimension of the “hyperplane” depends

upon the number of features. If the number of input fea-

tures is 2, then the “hyperplane” is just a line. If the num-

ber of input features is 3, then the “hyperplane” becomes

a two-dimensional plane. Besides, it difficult to imagine

when the number of features exceeds 3. In the “SVM

algorithm the objective is maximizing the margin between

the data points and the hyperplane.” The “loss function”

helping to maximize the margin is “hinge loss,” as shown

in Eq. (4.14), and for a “Linear Support Vector Machine”

as shown in Eq. (4.15) [13].

Support Vector Machine hinge loss loss functionð Þ
L yð Þ5max 0; 12 tUyð Þ for t5 6 1

(4.14)

where y is the raw output of the classification score not

the predicted class label.

Linear Support Vector Machine y5wUx1 b (4.15)

where (w, b) are the parameters for the hyperplane and x

is the input variable (s).

In Eq. (4.14) when, “t” and “y” have the same sign, if

“y” predicts the correct ‘‘ y
		 		$ 1’’ then the “hinge loss”

L yð Þ5 0. But when “t” and “y” have the different sign:

“hinge loss L yð Þ” increases linearly with “y,” and simi-

larly if ‘‘ y
		 		, 1’’ even if it has the same sign for the cor-

rect prediction it indicates that there is not enough

margin. “SVM” needs to be trained and tuned up front, an

investment of time is needed in the model before
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beginning to use it. Also, its speed is heavily impacted if

we are using the model with more than two classes. The

“SVM family models” are considered in general as “crisp

classification algorithms,” except for the “fuzzy SVM clas-

sification algorithms.”

The “SVM” is fast replacing “ML” using basic “ANNs” for

some applications, such as being the tool of choice for pre-

diction and pattern recognition tasks, primarily due to its

ability to generalize well on “unseen data.”

4.8 Artificial neural network family
models

“Artificial Neural Networks (ANNs)” are a family that

define individual computing elements that are connected

and by the strengths of those connections based on

“weights” calculations. The “weights” are automatically

adjusted by training the network according to a specified

learning rule until it performs the desired task correctly.

“ANNs” are based on the “perceptron,” that is a mathe-

matical model of a biological “neuron.” As explained in

Section 1.4.10 and illustrated in Fig. 1.6; in actual “neu-

rons” the “dendrite” receives electrical signals from the

“axons” of other “neurons,” in the “perceptron model”

these electrical signals are represented as numerical

values. At the “synapses” between the “dendrite” and

“axons,” electrical signals are modulated in by various

amounts. This is also modeled in the “perceptron” by

multiplying each input value by a value called the

“weight.” A “neuron” fires an output signal only when

the total strength of the input signals exceeds a certain

“threshold.” We model this phenomenon in a perceptron

by calculating the “weighted sum of the inputs” to repre-

sent the total strength of the input signals, and applying a

“step function” on the sum to determine its output. As in

“biological neural networks,” this output is fed to other

“perceptrons.” They perform tasks by considering exam-

ples, generally without being programmed with task-

specific rules. “ANNs” are great at modeling nonlinear

data with a high number of input features. When used cor-

rectly, “ANNs” can solve problems that are too difficult to

address with a straightforward algorithm. However, “neu-

ral networks” are computationally expensive, it is difficult

to understand how they reach a solution and infer an algo-

rithm, and fine-tuning an “ANN” is often unpractical

because only the number of inputs can be adjusted in the

training setup and retrain.

“ANNs” models are very flexible and can be obtained

from methods, such as “nonprobabilistic” or “probabilis-

tic model.”

� “Nonprobabilistic” is applied to “pattern recognition”

and it has been demonstrated in many studies that they

are capable of providing accurate results and reliable

identification [14].
� “Probabilistic model” is applied in “ANN” models

such as “Probabilistic Neural Network (PNN)”, which

is a “feed forward neural network,” that is widely

used in “classification and pattern recognition” pro-

blems. In the “PNN algorithm,” the parent probability

“distribution function (PDF)” of each class is approxi-

mated by a “Parzen window” and a “nonparametric

function” [14].

Note: “Probabilistic generative” methods learn the

posterior class probabilities explicitly. As opposed to it,

“Probabilistic discriminative” methods learn the posterior

class probabilities directly.

They can be used in “Unsupervised or Supervised

learning”:

� “Unsupervised learning” is where the targets are not

specified and “ANNs” can be used for “patterns classi-

fications” with the goal of group similar units within

certain ranges.
� “Supervised learning” is where the target patterns are

given in form of binary values of the decimal num-

bers. In the learning, some input patterns are propa-

gated through the net that can have different structures

until reaching the output layer where they are com-

pared with the target pattern and an error value is

computed, for greater values the “weights” values in

each node will be adjusted in the next calculation

loop.

In “ANNs” the next calculation loop can generally use:

“feed forward,” “backpropagation,” “recurrent,” “mem-

ory augmented,” “memory augmented,” “modular,” and

“evolutionary,” as indicated in Fig. 1.7.

4.8.1 Feed forward neural network family

models: perceptron, multilayer perceptron,

radial basis network, probabilistic neural

network, extreme learning machine

“Feed Forward Neural Network” implies a signal that can

only be fed forward, meaning the absence of recurrent or

feedback connections. In other words, the data path in the

network is only forward facing, no backward feed connec-

tions between neurons are present, as indicated in Fig. 1.8.

“Feed forward neural network” families are studied in more

detail and with examples in Section 5.2.
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4.8.2 Backpropagation neural networks

“Backpropagation neural networks” imply that the signal

propagates from the input data forward through its para-

meters toward the decision, and then propagates informa-

tion about the error in reverse, so in this way it can adjust

the parameter until finding the smallest error. Some fre-

quently used examples of Backpropagation neural net-

works were shown in Fig. 1.9, these are “Auto Encoder

(AE),” “Variational Auto Encoder (VAE),” “Denoising

Auto Encoder (DAE),” “Sparse Auto Encoder (SAE),” and

others.

“Backpropagation neural networks” families are studied in

Section 5.4.

4.9 Discriminant analysis family models

“Discriminant analysis” is a technique used to analyze

research data when the criterion or the dependent vari-

ables are “categorical” and the predictor or the indepen-

dent variable is interval in nature.

4.9.1 Family models: linear discriminant analysis,

quadratic discriminant analysis

“Discriminant analysis” is a “classifier” that finds “pat-

tern recognition” of a linear combination of features to

separate two or more “classes.” “Discriminant analysis”

is a “supervised learning” that assumes that different clas-

ses generate data based on different “Gaussian distribu-

tions.” For training the “classifier” is a “fitting function”

that does not use prior probabilities or cost for fitting,

estimating the parameters of a “Gaussian distribution” for

each “class.” To predict the classes of new data the

trained classifier finds the “class” with the smallest mis-

classification cost. The most frequently used methods for

“Discriminant analysis classifiers” are “Linear” and

“Quadratic:

� “Linear Discriminant Analysis (LDA)” is a

“dimensionality reduction technique” because it

reduces the number of dimensions (i.e., variables) in a

dataset while retaining as much information as possi-

ble., it computes the “sample mean of each class.”

Then it computes the “sample covariance” by first

subtracting the sample mean of each class from the

observations of that class, and taking the empirical

covariance matrix of the result. “LDA” is closely

related to “Analysis of Variance (ANOVA)” and

“regression analysis,” which also attempt to express

one dependent variable as a linear combination of

other features or measurements.
� “Quadratic Discriminant Analysis (QDA)” is closely

related to “LDA,” where it is assumed that the mea-

surements from each class are “normally distributed.”

However, in “QDA” there is no assumption that the

covariance of each of the classes is identical.

“LDA” and “QDA” can be derived from a probabi-

listic model of the class conditional distribution of

the data for each class. The prediction can be obtained

by using the “Bayes’ rule” as indicated in Eq. (4.16)

and selecting the class that maximizes the conditional

probability.

Discriminant analysis conditional distribution of the

data

P y5 kjXð Þ5 PðXjy5kÞPðy5 kÞ
PðXÞ (4.16)

where k is each class.

“Discriminant analysis” has many applications in dif-

ferent fields, such as [15] “medical,” “face recognition,”

“robots,” “speech recognition,” “microarray data classifi-

cation,” “image retrieval,” “bioinformatics,” “bio-

metrics,” etc. For example:

� “Discriminant analysis for medical applications” is

used for the classification for the state of patients’ dis-

eases as “mild,” “moderate,” or “severe” based on the

various parameters and the medical treatment the

patient is going through in order to decrease the move-

ment of treatment.
� “Discriminant analysis for face recognition” is the

most famous application in the field of “computer

vision.” Every face is drawn with a large number of

pixel values, “LDA” reduces the number of features to

a more controllable number first before implementing

the classification task.
� “Discriminant analysis in robots”: for example, robots

are trained to learn and talk to work as human beings;

this can be treated as “classification” problems.

“LDA” makes similar groups based on various

parameters such as frequencies, pitches, sounds, tunes,

etc.

In summary “Discriminant analysis (DA)” is a preprocessing

step for “pattern classification” and “ML applications” used

for dimensionality reduction in multivariate datasets. It pro-

jects the dataset into moderate dimensional space with a

genuine class of separable features that minimize overfitting

and computational costs.
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4.10 Logistic regression classifier

“Logistic regression classifier” is a “statistical learning”

technique that uses a “linear regression” to produce dis-

crete binary outputs that attempt to maximize the quality

of the output on a training set.

4.10.1 Family models “logistic regression”

“Logistic regression” is categorized as “ML Supervised

Learning” for “classification.” The inputs are continuous

features-vectors or matrices “X,” as shown in Eq. (4.17a),

containing a number of features. The inputs enter an acti-

vation function known as “Sigmoid/logistic function sig

(t),” as shown in Eq. (4.17b), and the outputs are in a dis-

crete vector “Y” as a binary variable with values {0,1}, as

shown in Eq. (4.17c), that we can assume is “Bernoulli

distributed” with probability parameters.

Logistic Regression Classifier components

Input Xðn; kÞ5
x1;1 :: x1;k
:: :: ::
xn;1 :: xn;k

2
4

3
5 (4.17a)

Activation function sig tð Þ5 1

11 e2t
(4.17b)

Output YðnÞ5
y1
::
yn

2
4

3
5 (4.17c)

“Logistic regression” has the objective function

known as “Maximum Likelihood Estimation (MLE)” as

indicated in Eq. (4.18).

Logistic Regression Classifier MLE function

arg maxβ : log Ln

i51
PðyijxiÞyi 12P yijxið Þð Þ 12yið Þ� � (4.18)

where y is the output with values {0,1}, P yijxið Þ is the

posterior probability, and β is the vector of “weights/

coefficients.”

“Logistic regression” is used to describe data and to

explain the relationship between one dependent binary

variable and one or more nominal, ordinal, interval, or

ratio-level independent variables. “Logistic regression” in

BME has many applications, such as the “prediction of

diseases such as tuberculosis and others” [15], “analysis

of genes for cancer research” [16], and many more.

In general, on small datasets “Naive Bayes classifier” is fre-

quently used, but as the training set size grows, better

results can be obtained with “Logistic regression classifier.”

The reason is that the “ML discriminative models” use linear

equations as building blocks and attempt to maximize the

quality of output on a training center, such as “Support vec-

tor machines,” “Logistic regression classifier,” and

(Continued )

(Continued)

“Perceptron.” Otherwise, “Naive Bayes classifiers” are “ML

generative classifiers” that learn a model of joint probabili-

ties “p(x, y)” and use the “Bayes’ theorem” to make a rule

to calculate the prediction. In classification, “Naive Bayes”

converges quicker but has typically a higher error than

“Logistic regression” which is a “probabilistic discriminative

method.”

4.11 Ensemble classifiers family models

“Ensemble classifiers” consist of a set of individually

“ML trained classifiers” where the predictions are com-

bined by an algorithm to reduce “bias” and “variance.”

4.11.1 Models: AdaBoost, RUSBoost, Subspace

kNN, Random Forrest, Subspace discriminant

“Ensemble classifiers” use “Supervised learning.”

Some frequently general techniques applied in “Ensemble

classifiers” are [17] “Stacking,” “Blending,” and

“Bagging”:

� “Stacking” is when a single training dataset of size

“m” is given to multiple models “n” and trained in

parallel. The training set is further divided using

“k-fold validation” and each resultant model “M” is

created from different algorithm. The predictions from

the “M models” are used as “predictors” for the final

classification model with more accuracy.
� “Blending” is when the dataset is directly divided into

“training” and “validation” instead of the “k-fold vali-

dation” then continuing the same procedure described

in “Stacking.”
� “Bagging” uses “n” sampling of training data gener-

ated by randomly picking various data items instead of

the “k-fold validation” then continuing the same pro-

cedure described in “Stacking.”

“Ensemble classifiers” use techniques based on

“Stacking,” “Blending,” or “Bagging” by following the

next three steps in each iteration:

1. A base model is created for each classifier algorithm

to uses;

2. Models runs in parallel and independent of each other;

and

3. The final predictions are determined by combining the

predictions from all the models. After the evaluation

of each model, the misclassified data are given more

weight so that the next model has more focus on these

items. The final model is averaged as indicated in

Eq. (4.19).
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‘‘Stacking=Blending=Bagging Ensemble classifiers’’

final average model

e5

Pi5n
i51 ei

n

(4.19)

where base classifiers are e1, . . ., en, n is number of mod-

els, and e is final classifier.

Another frequently used technique in “Ensemble clas-

sifiers” is “Boosting,” which is a self-learning technique

that apply “weights calculation.” It initially starts with

equal “weights” for the first model, then the resultant pre-

dictions are assigned a “weight based on its performance”

for the next model. After the evaluation of each model,

the misclassified data are given more “weight” so that the

next model has more focus on these items. In summary,

“Ensemble classifiers” using “Boosting” follow the next

steps in each iteration:

1. “Weight” each training result by how incorrectly it

was classified;

2. “Reclassify” using the assigned weights; and

3. “Reweight” the results. The final model is the result

from all models used that focus on various groups of

data voted using their assigned weights, the final

model is averaged by using the weighted average

method as shown in Eq. (4.20).

kern ‘‘Boosting Ensemble classifiers’’

Weighted Average Method

e5

Pi5n
i51 eiwi

� �
=
Pi5n

i51 wi

� �
n

(4.20)

where base classifiers are e1, . . ., en weights are w1, . . .,
wn, n is number of models, and e is final classifier.

The most frequently used variations in “Ensemble

classifiers” are: “Boosted Trees” as the “AdaBoost” and

the “RUSBoost,” and “Bagged trees” as “Subspace kNN,”

“Random Forest,” and “Subspace discriminant”:

� “AdaBoost” takes output of the other weaker learning

algorithms and is combined into a weighted sum that

represents the final output of the “boosted classifier.”
� “RUSBoost” is a “Boosted tree” that can be used as

“Binary and Multiclass classification” with class

imbalance.
� “Subspace kNN” is known also as “Nearest neighbors

in random subspaces.” It can be used as “Binary and

Multiclass classification” using “Bagged trees.”
� “Random forests” or “random decision forests” are an

ensemble learning method for “classification, regres-

sion, and other tasks” that operate by constructing a

multitude of “decision trees” at training time and

outputting the class that is the mode of the “classes

for classification” or “mean prediction for regression

of the individual trees” [18].
� “Subspace discriminant” is a “Bagged tree” that has

the objective of finding optimal projection vectors by

simultaneously minimizing the within-class distance

and maximizing the between-class distance in the pro-

jection space and optimal projection vectors can be

achieved by solving a generalized eigenvalue problem.

It was inspired by the idea of the “maximum margin

criterion (MMC)” embedded into the eigen-subspace

corresponding to the degenerated eigenvalue to exploit

discriminability of the eigenvectors in the eigen-

subspace.

In summary, in “Stacking/Blending/Bagging Ensemble clas-

sifiers” the models run in parallel and are independent of

each other, whereas in “Boosting Ensemble classifiers” the

models run in sequence and depend on the previous

models.

4.12 IBM ML Solution: IBM Watson SPSS

As explained in Section 3.4, the “SPSS Modeler flows”

from “IBM Watson Studio” are “AI tools” to develop

“predictive models and deploy them to improve decision-

making.” The flow interface supports the “data mining

visual modeling” process integrating algorithms from

“AI,” “ML,” and “Statistics.” It has many methods avail-

able on the “node palette” using the “flow editor,” as

shown in Fig. 3.15, where we focused on the menu

options: “import,” “record operations,” “field opera-

tions,” and “graphs.” In this section, we focus on the

menu options: “Modeling,” “Outputs,” and “Exports” that

allow one to derive new information from the data to

develop predictive models, obtain “AI models,” and

deploy them.

4.12.1 SPSS Modeler flows . Modeling

In the “SPSS Modeler flows” the Submenu: “Import,”

“Record Operations,” “Field Operations,” and “Graph”

were shown in Fig. 3.15 and studied in the last chapter.

The submenu option for “Modeling,” that shows “ML

models” currently available are shown in Fig. 4.4 and

these are:

� “Auto Classifier*”: Node estimate and compares dis-

crete models of nominal or binary classification using

different methods.

Note*: See “Auto Classifier”: applied on: Research

tutorial example 4.3, section 4.12.2.3 IBM Watson

SPSS Modeler Flow for “Kidney disease.”
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� “Auto Numeric”: Node estimate and compares contin-

uous numeric ranges models different methods for

prediction.
� “Auto Cluster”: Node estimate and compares cluster-

ing models to identify groups of records with similar

characteristics.
� “Bayes Net”: Probability model combines observed

and recorded evidence to establish likelihood of

occurrences.
� “C5.0”*: Algorithm to build either a decision tree or a

rule set split the sample based on field provide maxi-

mum info gain.

� “C&R Tree*”: Classification and Regression Tree for

“classification and prediction,” using recursive parti-

tion to split.

Note*: See “C5.O” and “C&R Tree”: applied on:

Research tutorial example 4.2, section 4.12.2.2 IBM

Watson SPSS Modeler Flow for “Heart disease ML

Model and deployment.”

� “CHAID”: “Chi-squared Automatic Interaction

Detection” for classification building decision trees.
� “Quest”: Quick, unbiased, efficient statistical tree for

“binary classification tree analysis.”
� “Tree-AS”: Build “decision trees” with “CHAID or

Exhaustive CHAID model.”

� “Random Trees”: Build an ensemble model that con-

sists of “multiple decision trees.”
� “Random Forrest*”: Advanced implementation of a

bagging algorithm with a “tree model” as the base

mode.

Note*: See “Random Forrest”: applied on: Research

tutorial example 4.83, section 4.12.2.3 IBM Watson SPSS

Modeler Flow for “Kidney disease.”

� “Decision List”: Identify subgroups or “segments” that

show a higher or lower likelihood of a binary

outcome.
� “Times Series”: Choose to estimate and build expo-

nential smoothing, “ARIMA,” or “multivariate ARIMA

forecasts model.”
� “TCM”: Create a temporal causal model that attempts

to discover key causal relationships in time series.
� “GenLin”: Expands the general linear model; depen-

dent variable is linearly related to factors and covari-

ates links.
� “GLMM”: Creates a generalized linear mixed model.
� “GLE”: Identifies dependent variable as linearly

related to the factors and covariates via a specified

link function.
� “Linear”: Linear “regression” statistical technique for

“classifying” records based on the values of numeric

input fields.

FIGURE 4.4 Currently IBM Watson SPSS for submenu: Modeling. Note: Please review Fig. 3.15 for “IBM Watson SPSS submenu”: “Import,”

“Record Operations,” “Field Operations,” and “Graph” to complement this figure.
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� “Linear-AS”: Linear regression fits a straight line/sur-

face that minimizes discrepancies between predicted

and actual output.
� “Regression”: Linear regression fits a straight line/sur-

face that minimizes discrepancies between predicted

and actual output.
� “LSVM*”: Linear support vector machine to classify

data. It is suited for use with large number of predictor

fields.

Note*: See “LSVM”: applied on: Research tutorial

example 4.3, section 4.12.2.3 IBM Watson SPSS Modeler

Flow for “Kidney disease.”

� “Logistic”: also known as “nominal regression,” it is

statistical technique to classify records based on values

of input fields.
� “Neural NET”: It approximates a wide range of “pre-

dictive models” with minimal demands on model

structure and assumption.
� “KNN”: k-Nearest neighbor analysis is a method for

“classifying” cases based on their similarity to other

cases.
� “Cox”: Cox Regression builds a “predictive model”

for time-to-event data.
� “PCA/Factor”: Provides powerful “data-reduction”

techniques to reduce the complexity of the data.
� “SVM”: Support vector machine “classifies data”; it is

suited for use with a large number of predictor fields.
� “Feature Selection”: It is an algorithm that can be

used to “identify the fields that are most important for

a given analysis.”
� “Discriminant”: Discriminant analysis builds a “pre-

dictive model” for group membership.
� “SLRM”: Self-learning response model (SLRM) builds

a model that “continually updates” as a dataset grows.
� “STP”: Spatiotemporal prediction apps for energy,

buildings facilities, management, performance, and

forecasting.
� “Association Rules”: Associate a particular conclusion

with a set of conditions.
� “Apriori”: It “discovers association rules” in the data.
� “Carma”: It uses an “association rules discovery algo-

rithm to discover association rules in the data.”
� “Sequence”: “Discovers patterns in sequential or time-

oriented data.”
� “Kohonen”: “Neural network that performs cluster-

ing,” also known as a “knet” or a “self-organizing map

(SOM).”
� “Anomaly”: Models are used to “identify outliers,” or

unusual cases in the dataset.
� “K-Means*”: Provides a method of “cluster analysis,”

it does not use a target field. It is unsupervised

learning.

Note*: See “k-means” applied on: Research 4.61, sec-

tion 4.12.2.1 Tutorial example IBM Watson SPSS

Modeler Flow for “ML Model for Diabetes.”

� “TwoStep”: “Cluster analysis”; does not use a target

field. Records grouped within a group or cluster tend

to be similar.
� “TwoStep-AS”: “Exploratory tool” designed to reveal

natural clusters within a dataset.
� “Isotonic-AS”: They are “regression algorithms.” The

Isotonic-AS node in Watson Studio is implemented in

Spark.
� “K-Means-AS”: “Clustering algorithms.” It clusters

data points into a predefined number of clusters.
� “KDE-Modeling”: Kernel density estimation uses the

Ball Tree or KD Tree algorithms for efficient

“queries.”
� “Gaussian Mixture”: “Probabilistic model” represents

normally distributed subpopulations within an overall

population.
� “XGBoost-AS”: Learns weak “classifiers” and then

adds them to a final strong classifier.
� “XGBoost-Tree*”: Advanced implementation of a gra-

dient boosting algorithm, iteratively learns classifiers.

Note*: See “XGBoost-Tree”: applied on: Research

tutorial example 4.3, section 4.12.2.3 IBM Watson SPSS

Modeler Flow for “Kidney disease.”

� “XGBoost-Linear”: Implementation of a gradient

boosting algorithm with a linear model as the base

model.
� “One-Class SVM”: The node can be used for “novelty

detection.” Unsupervised learning algorithm.
� “MultilayerPerceptron”: “Classifier” based on feed

forward artificial neural network with multiple layers.
� “HDBSCAN”: Hierarchical density-based spatial “clus-

tering” uses unsupervised learning to find clusters/

dense regions.
� “Extension Model”: Allows and enables other models

as plug-ins.

4.12.2 SPSS Modeler flows . Output

The “SPSS Modeler flows” submenus for “Output” and

“Export” are shown in Fig. 4.5.

“Outputs” menu options provide the means to obtain

information about your data and models:

� “Table”: Creates a table that lists the values in the

dataset for easy inspection or export them.
� “Matrix”: Creates a table that shows relationships

between fields. Shows relationship between two cate-

gorical fields.
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� “Analysis”: Evaluates ability of a model to generate

accurate predictions. Compares predicted values and

actual values.
� “Data Audit”: Looks at the data in Watson Studio as a

matrix for data preparation.
� “Transform”: Normalizing input fields that can easily

be compared with each other.
� “Statistics”: Summary information about numeric

fields. Statistics for individual fields and correlations

of fields.
� “Means”: Compares the means between independent

groups or between pairs of related fields.
� “Report”: Creates formatted reports containing fixed

text, data, or expressions using text templates.
� “Set Globals”: Scans the data and computes summary

values that can be used in CLEM expressions.
� “Sim Fits”: Simulation fitting node on existing histori-

cal data.
� “Extension Output”: Allows outputs for embedding “R

and Python” code.
� “KDE Simulation”: Simulation using KDE using the

Ball Tree or KD Tree algorithms for efficient queries.

SPSS Modeler flows . Export

� “Export”: Provides a mechanism for exporting data in

various formats to interface with your other software

tools.

� “Data Asset Export”: Writes to remote data sources

using connections already created.

Note: The best way to learn “IBM Watson SPSS

Modeler Flow” is with research tutorials examples.

4.12.2.1 Research 4.1 Tutorial IBM Watson SPSS
Modeler Flow for “ML Model for Diabetes”

4.12.2.1.1 Case for research

“Obtain an ML model using Unsupervised Learning with

a Clustering algorithm of a diabetes dataset.”

4.12.2.1.2 General objective

“Use IBM Watson Studio IBM SPSS Modeler Flow” to

obtain an ML model using Unsupervised Learning with a

Clustering algorithm diabetes for a dataset for tests_ne-

gative and tested_positive related by “insu” versus “mass

and press.”

Note*: This is a continuation of the research 3.5 IBM

Watson using SPSS Modeler Flow for “diabetes analysis,”

explained in Section 3.4.2.

4.12.2.1.3 Specific objectives

1. Use the “K-Means” algorithm from “IBM Watson using

SPSS Modeler” with partitioned data, in two clusters

dataset for “tests_negative” and “tested_positive,” related

FIGURE 4.5 “IBM Watson SPSS” for submenu: “Output” and “Export.”

190 Applied Biomedical Engineering Using Artificial Intelligence and Cognitive Models



by “insu” versus “mass and press” with optimization in

memory.

2. Obtain a “K-Means ML Model” verifying:

a. “Model Information”

b. “Cluster Sizes”

c. “Build Settings”

d. “Training Summary”

e. “Clusters exportation”

f. “Draw Conclusions about K-Means clustering on

a diabetes dataset.”

4.12.2.1.4 Dataset

The dataset “diabetes.csv*” is based on information at the

“National Institute of Diabetes and Digestive and Kidney

Diseases with title: Pima Indians Diabetes Database.” It

has: “768 records,” with “eight fields (attributes)” as indi-

cated in Table 3.18 [19].

Note*: This dataset is available in the companion

directory of the book, in the following directory:

“. . .\Exercises_book_ABME\CH4\SPSS_MODELER

\SPSS_Clusters”.

4.12.2.1.5 Background for “Diabetes”

“Diabetes” is a disease that occurs when your blood glu-

cose is too high. Blood glucose is our main source of

energy and comes from the food we eat. “Insulin,” a hor-

mone made by the pancreas, helps glucose from food get

into your cells to be used for energy. There are three

types of “diabetes”: “type 1 diabetes,” “type 2 diabetes,”

and “gestational diabetes” [20]:

� “Type 1 diabetes” is when the human body does not

produce “insulin.”
� “Type 2 diabetes” is the most common form of diabe-

tes and it means that the body does not use “insulin”

properly.
� “Gestational diabetes” occurs during pregnancy pre-

senting “insulin resistance,” it happens when the “hor-

mones in the placenta” block the mother’s insulin to

her body; there is little actual knowledge about the

causes of gestational diabetes.

Risk of diabetes can increase for the following factors:

� “Type 1 diabetes”: family history, diseases of the pan-

creas, infection or illness, and other factors.
� “Type 2 diabetes”: obesity or being overweight,

impaired glucose tolerance*, insulin resistance, ethnic

background, gestational diabetes, sedentary lifestyle,

family history, age, and other factors. (Note*:

Prediabetes is a milder form of this condition.)

� “Gestational diabetes”: obesity or being overweight,

glucose intolerance, family history, age, ethnic back-

ground, and other factors.

The “diabetes” clinical laboratory tests frequently

used are:

� “Glycated hemoglobin (A1C) test” indicates the aver-

age blood sugar level for the past 2�3 months. It mea-

sures the percentage of blood sugar attached to

hemoglobin, the oxygen-carrying protein in red blood

cells. An “A1C level of 6.5% or higher” on two sepa-

rate tests indicates that you have “diabetes.” An “A1C

between 5.7% and 6.4%” indicates “prediabetes.”

“A1C below 5.7% is considered normal.”
� “Random blood sugar test”: a blood sample will be

taken at a random time. Regardless of when the person

last ate, a random “blood sugar level of 200 mg/dL

equivalent to 11.1 mmol/L—or higher suggests

diabetes.”
� “Fasting blood sugar test” is a blood sample taken

after an overnight fast. A fasting blood sugar level less

than 100 mg/dL (5.6 mmol/L) is normal. A “fasting

blood sugar level from 100 to 125 mg/dL

(5.6�6.9 mmol/L) is considered prediabetes.” If this

test is “126 mg/dL (7 mmol/L) or higher on two sepa-

rate tests, you have diabetes.”
� “Oral glucose tolerance test” is a test taken after fast-

ing overnight, and the “fasting blood sugar level” is

measured. Then after a drink of a sugary liquid, blood

sugar levels are tested periodically for the next 2

hours.

Note: If “type 1 diabetes” is suspected, a “urine test”

is required to look for the presence of a by-product pro-

duced when muscle and fat tissue are used for energy

because the body does not have enough insulin to use the

available glucose “ketones.”

4.12.2.1.6 Procedure

The steps to obtain an ML model using Unsupervised

Learning with a Clustering algorithm for diabetes apply-

ing “IBM SPSS Modeler Flow” are summarized in

Table of slides 4.1, and each step of the example is visu-

ally explained using screen sequences with instructions in

figures.

Note: The IBM Cloud website is evolving every day,

some screens could be updated. I recommend understand-

ing very well the objectives explained, applying them

accordingly with the new screen’s formats and the current

IBM Cloud website contents. This research uses the IBM

Cloud Pak for Data which is a fully integrated data and

AI Watson platform
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Table of slides 4.1 steps to obtain an ML model using Unsupervised Learning with a Clustering algorithm for diabetes applying “IBM SPSS Modeler Flow.”

Slide Description Screen figure

1 Login to your IBM Cloud
Account at the website:
https://cloud.ibm.com/login
entering your assigned
IBMid and Password
Note: You must have the 4
services available and 1
storage created as per the
Chapter 3 tutorial, then click
the “Services”

(Continued )



(Continued)

Slide Description Screen figure

2 In the IBM Cloud—Resource
list
Click to expand “Services
(4)” and “Storage(1)” and
click the service “Watson
Studio” to go to the service
screen

(Continued )



(Continued)

Slide Description Screen figure

3 In the IBM Cloud “Watson
Studio” screen
Note: Press the button “Get
Started”

(Continued )



(Continued)

Slide Description Screen figure

4 In the IBM Watson Studio
welcome screen
Click the recently updated
project “AI and Cognitive
Models”

(Continued )



(Continued)

Slide Description Screen figure

5 In the IBM Watson Studio
screen: My Projects/AI and
Cognitive Models
Click on the “Modeler
flows" already created:
“Diabetes_SPSS”

(Continued )



(Continued)

Slide Description Screen figure

6 In the IBM Watson Studio
screen: My Projects/AI and
Cognitive Models/
Diabetes_SPSS
Extent menu: “Modeling,”
drag “K-Means” icon to the
Modeler Flow, join the node
with “Type,” right click “K-
Means” and select “Open,”
specify in section “Build
Options”: activate “Use
partitioned data,” “Number
of clusters52,” press the
button “Save,” and with
right click on “K-Means”
node select “Run” to process
the model flow for this node

(Continued )



(Continued)

Slide Description Screen figure

7 In the IBM Watson Studio
screen: My Projects/AI and
Cognitive Models/
Diabetes_SPSS after the run
from K-Means node
A colored connected icon
“K-Means” appears, select
and make a right click to see
the menu and select “View
Model”.It shows a Cluster
Quality near to Fair (.5).
Where greater than .5
average indicates a
reasonable partition of data
and less than .2 little
evidence.

(Continued )



(Continued)

Slide Description Screen figure

8 In the IBM Watson Studio
screen: My Projects/AI and
Cognitive Models/
Diabetes_SPSS/K-Means:
“Model Info” & “Cluster
Sizes”
Select “Model Information”
observing features5 1,
instances cluster 15 515,
and instances cluster
25253
Select “Cluster Sizes” that
shows the 2 clusters
percentages in a pie chart.
Select “Diabettes_SPPS” to
go back to the modeler flow

(Continued )



(Continued)

Slide Description Screen figure

9 In the IBM Watson Studio
screen: My Projects/AI and
Cognitive Models/
Diabetes_SPSS/K-
Means. Feature: “Build
Settings” & “Training
Summary”
Then in IBM Watson Select
“Build Settings” to check all
the settings, and select
“Training summary” to
check the elapsed time for
training almost ,1 seconds

(Continued )



(Continued)

Slide Description Screen figure

10 In the IBM Watson Studio
screen: My Projects/AI and
Cognitive Models/
Diabetes_SPSS - adding a
Filter for “Cluster1”
Extent menu: “Record
Operations,” drag “Select”
icon to the Modeler Flow,
join the node with “K-
Means” yellow icon, right
click “Select” and click on
“Open,” Specify in title
section type “Cluster1,”
activate mode “Include,”
click the “Expression
Builder” icon, and build the
expression: ‘$KM-K-
Means’5 “cluster-1,” press
the “Ok” button then the
“Save Button”

(Continued )



(Continued)

Slide Description Screen figure

11 In the IBM Watson Studio
screen: My Projects/AI and
Cognitive Models/
Diabetes_SPSS—adding a
multiplot for “Cluster1”
Extent menu: “Graphs,” drag
“Multiplot” icon to the
Modeler Flow, join the node
with “Select Cluster1,” right
click “Multiplot” and click
on “Open,” Specify “x-
field5 insu,” on “y-fields
click add columns for mass,
and press.” Select the button
“ok” and select “panel
(discrete)5 class,” then
click on “save” with right
click on “Multiplot” node
select “run” the model flow
for this node and on output
select the graph generated
that open on other window.
To go back to Modeler flow,
select “Diabetes_SPSS”

(Continued )



(Continued)

Slide Description Screen figure

12 In the IBM Watson Studio
screen: My Projects/AI and
Cognitive Models/
Diabetes_SPSS—adding a
Web Graph for “Cluster2”
Repeat slide 10 instructions
to add another: “Record
Operations,” with “Select”
icon for “Cluster2,” select
activate mode “Include,”
with “Expression Builder
icon,” to build the
expression: ‘$KM-K-
Means’5 “cluster-2.” And
repeat slide 11 instructions
to add another “multiplot”
for the same fields to
generate a graph for
“Cluster2” in another screen

(Continued )



(Continued)

Slide Description Screen figure

13 In the IBM Watson Studio
screen: My Projects/AI and
Cognitive Models/
Diabetes_SPSS—add “Data
Asset Export” for “Cluster1”
Extent menu: “Export,” drag
“Data Asset Export” icon to
the Modeler Flow, join the
node with “Select Cluster1,”
right click “Data Asset
Export” and click on
“Open,” Specify in title
section type “Cluster1,””,
specify “Export to this
project”, filename
“cluster1”, and verify the
encoding as “utf-8”, press
the button “Save.” Right
click “Data Asset Export”
and select “run” to export

(Continued )



(Continued)

Slide Description Screen figure

14 In the IBM Watson Studio
screen: My Projects/AI and
Cognitive Models/
Diabetes_SPSS—add “Data
Asset Export” for “Cluster2”
Repeat the instructions of
slide 13 to add another
“Data Asset Export” for
“Cluster2.” After “run the
node” click on the project
“AI and Cognitive Models”
to go back to the assets
screen

(Continued )



(Continued)

Slide Description Screen figure

15 Verify that now there are 3
Data Assets: “diabetes.csv”
with the original data of 768
records, “cluster1” with data
with the 268 records for
“tested_positive,” and
“cluster2” with data with
500 records for
“tested_negative.” Finally
click on your initials and
make a Logout



Conclusions

We can have the following conclusions for obtaining an

“ML model” using “Unsupervised Learning” with a

“Clustering algorithm for diabetes” applying “IBM SPSS

Modeler Flow.”
� “IBM SPSS Modeler Flow” allows an easy modeling

flow diagram for different “ML models,” specifying in

each icon the build options. In this research tutorial

example, “K-MEANS” with two-cluster partitioned data

was used in two clusters dataset for “tests_negative”

and “tested_positive,” related by “insu” versus “mass

and press” with optimization in memory as shown in

Table of slides 4.1.
� Viewing the generated “K-MEANS” model:

x A “fair clustering model with value near .5,” using

“Euclidean distant” as shown in table of slide 4-1,

slide right side 7.

x The cluster model information shows two clusters

at table 4.1 slide 8:

� “Cluster 1 with515 (767.06%)”

� “Cluster 2 with 253 (32.94%)”

� “Ratio of scale5 2.036”

x “Multiplot” for cluster1 at slide 11, shows that the

“tests_negative” and “tested_positive,” related by

“insu” versus “mass and press” with optimization in

memory indicated “higher values for insulin” for

both results.

x “Multiplot” for cluster2 at slide 12, shows that the

“tests_negative” and “tested_positive,” related by

“insu” versus “mass and press” with optimization in

memory indicated “lower values for insulin” for

both results.

� Two datasets, one for each cluster was exported

for further analysis using other “AI Models.”

Recommendations
� Update the dataset or create a new dataset that include

the following more diabetes attributes as: “urine_test”

and “hemoglobin_A1c_test.”
� Larger dataset will help to analyze with more precision

the “diabetes.”
� Apply more “Machine Learning” (ML) algorithms for

classification and regression* for the dataset that

describes a population that is under a high risk of the

onset of “diabetes.”

Note*: See more “ML Models for this diabetes dataset in:

Research 4.5, section 4.12.2.5 MATLAB: Statistics and

Machine Learning Toolbox.”

4.12.2.2 Research tutorial 4.2 IBM Watson SPSS
Modeler Flow for “Heart disease ML model
and deployment”

4.12.2.2.1 Case for research

“Obtain and deploy its ML model applying Decision Tree

algorithm under Supervised Learning from a heart dis-

eases dataset.”

4.12.2.2.2 General objective

“Use IBM Watson Studio IBM SPSS Modeler Flow” to

obtain an ML model and deploy a Supervised Learning

Decision Tree using two classifiers: Classification and

Regression (C&R Tree) and “C5.0” algorithms for a heart

disease dataset

4.12.2.2.3 Background for “Heart diseases”

“Heart diseases” or “cardiovascular diseases” are a range of

conditions that affect the human heart, they are conditions that

involve “narrowed or block blood vessels” that can lead to:

� “Heart attack,” when blood flow to a part of the heart

is blocked, usually by a “blood clot.”
� “Angina” as a chest pain symptom.
� “Stroke” when a blood vessel feeding the brain gets

clogged or bursts.
� And other “heart disorders” such as:

x “Coronary artery disease.”

x “Arrythmias” as a heart rhythm problem.

x “Congenital disorders” as a heart defects since

newborn babies.

The frequent “risk factors” for “heart disease” are [21]:

� “Age,” which usually increases the risk of damaged

and narrowed arteries and weakened or thickened

heart muscle.
� “Sex”: men have greater risk of heart disease.

However, women’s risk increases after menopause.
� “Family history”: a family history of heart disease

increases your risk of coronary artery disease.
� “Smoking”: heart attacks are more common in smokers

than in nonsmokers.
� “Poor diet,” especially a diet high in fat, salt, sugar,

and cholesterol, can contribute to the development of

heart disease.
� “High blood pressure” can result in hardening and

thickening of arteries, narrowing the vessels through

which blood flows.
� “High blood cholesterol levels” in blood can increase

the risk of formation of plaques and atherosclerosis.
� “Diabetes” increases your risk of heart disease.
� “Obesity”: excess weight typically worsens other risk

factors.
� “Physical inactivity”: the lack of exercise is associated

with many forms of heart disease.
� “Stress”: unrelieved stress may damage arteries and

worsen other risk factors for heart disease.

4.12.2.2.4 Specific objectives

Use two classifiers: “C&R Tree” and “C5.0” to obtain

models for the “Heart_disease.csv” dataset.
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1. Obtain a “ML classifier model using C&R Tree

algorithm”

a. “Analysis for the C&R Tree” using “Coincide

Matrices” and “Performance Evaluation”

b. “Create a table for the results from C&R Tree”

2. Obtain a “ML classifier model using C5.0 algorithm”

a. “Analysis for the C5.0” using “Coincide Matrices”

and “Performance Evaluation”

b. “Create a table for the results from C5.0”

3. “Draw conclusions as to which model is better”

4. Create a “Machine Learning web service” to be used for

the “deployment of the best classifier model” obtained

5. “Deploy the model using IBM Watson API” using

“IBM Cloud Shell” this is equivalent to the

“Command URL (cURL)” or “Git command tool”,

explained in chapter 2, Section 2.8.2.3.

4.12.2.2.5 Dataset

The dataset “heart_disease.csv” is based on information

from four databases: Cleveland, Hungary, Switzerland,

and the VA Long Beach, available at the UCI Machine

Learning Repository [22]. This database contains 76 attri-

butes, but all published experiments refer to using a sub-

set of 14 of them. In particular, the Cleveland database is

the only one that has been used by “ML researchers” to

this date. The “goal is a field named “Num,” that refers to

the “presence of heart disease in the patient.” It is an

integer valued from “0 (no presence) to 4.” Experiments

with the “Cleveland database” have concentrated on sim-

ply attempting to distinguish presence (values 1,2,3,4)

from absence (value 0). It has “303 records,” with “14

fields (attributes)” as indicated in Table 4.1.

4.12.2.2.6 Procedure

The steps to obtain an “ML model using Supervised

Learning with a Decision Tree algorithm for a heart dis-

eases dataset, and deploy the model” are summarized

in Table of slides 4.2 and each step of the example is

visually explained using screen sequences with instruc-

tions in figures or in a pdf file format, located in:

“. . .\Exercises_book_ABME\CH4\SPSS_MODELER

\SPSS_Classifierss\Tutorial Ch 4�7 IBM SPSS heart_di-

sease.pdf”.

Note: The “IBM Cloud website” is continously evolv-

ing every day by consequence the IBM CLOUD website

screens change frequently, some screens could be updated

to optimize and simplify the procedures. I recommend

understanding very well the objectives, applying them

accordingly with the new screen’s formats shown at this

table and the current IBM Cloud website contents. This

research uses the “IBM Cloud Pak for Data” which is a

fully integrated data and AI Watson platform.

TABLE 4.1 Dataset Heart_disease.csv fields and descriptions.

Field Description* 303 instances of patients. Number of fields5 14

age Age in years (decimal)

sex Sex5 [1: ‘male’, 0: ‘female’] (Boolean)

cp Chest pain type5 [1: ‘typical angina’; 2: ‘atypical angina’; 3: ‘non-anginal pain’] (nominal)

testbps Resting blood pressure (in mm Hg on admission to the hospital) (decimal)

chol Serum cholesterol in mg/dL (decimal)

fbc Fasting blood sugar .120 mg/dL fbc5 [1: ‘true’, 05 ‘false’] (Boolean)

restecg Resting electrocardiographic results [0: ‘normal’, 1: ‘having ST-T wave abnormality’, 2: ‘probable or definite left ventricular
hypertrophy’] (nominal)

thalach Maximum heart rate achieved (decimal)

exang Exercise induced angina exang5 [1: ‘true, 0: ‘false’] (Boolean)

oldpeak ST depression induced by exercise relative to rest (decimal)

slope Slope of peak exercise ST segment [1: ‘upsloping’, 2: ‘flat’, 3: ‘downsloping’]

ca Number of major vessels (0�3) colored by flourosopy. ca5 [0,1,2,3] (nominal)

thal Thal5 [3: ‘normal’, 6: ‘fixed defect’, 7: ‘reversible defect’] (nominal)

num Predicted value, diagnosis of heart disease; integer valued from 0 (no presence) to 4 (nominal)

Note: This dataset is available in the companion directory of the book, in the following directory: “. . .\Exercises_book_ABME\CH4\SPSS_MODELER
\SPSS_Classifier\Heart_disease.csv”.
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Table of slides 4.2 steps to obtain an “ML model using Supervised Learning with a Decision Tree algorithms for a heart diseases dataset, and deploy the model.”

Slide Description Screen figure

1 Login in your IBM Cloud
Account at the website: https://
cloud.ibm.com/login entering
your assigned IBMid and
Password
Note: In the “dashboard” You
must have the 4 services and 1
storage created as per the
Chapter 3 tutorial, then click
the “Services”

(Continued )



(Continued)

Slide Description Screen figure

2 In the IBM Cloud—Resource
list
Click to expand “Services (4)”
and “Storage(1)” and click the
service “Watson Studio” to go
to the service screen

(Continued )



(Continued)

Slide Description Screen figure

3 In the IBM Cloud “Watson
Studio” screen
Note: Press the button “Get
Started”

(Continued )



(Continued)

Slide Description Screen figure

4 In the IBM Watson Studio
welcome screen
Click on project as shown in
the slide, then select your
project “AI and Cognitive
Models”

(Continued )



(Continued)

Slide Description Screen figure

5 In the IBM Watson Studio
screen: My Projects/AI and
Cognitive Models in the tab
“Assets”
On the project “AI and
Cognitive Models” slide click
on “New Data asset” as
shown.

(Continued )



(Continued)

Slide Description Screen figure

6 In the IBM Watson Studio
screen for: My Projects.AI
and Cognitive Models in the
tab “Assets”
Load asset using “browse,”
select the dataset
“Heart_disease.csv” in the
data companion directory and
press the button “Open”

(Continued )



(Continued)

Slide Description Screen figure

7 IBM Watson Studio “My
Projects/AI and Cognitive
Models” section Assets:
observe that asset
“Heart_disease.csv” is
available
Click on the button “Add to
project”

(Continued )



(Continued)

Slide Description Screen figure

8 In the IBM Watson Studio “My
Projects/AI and Cognitive
Models” section “Add to
project”
Click on the button “Modeler
flow”

(Continued )



(Continued)

Slide Description Screen figure

9 In the IBM Watson Studio—
New modeler flow screen:
enter the name of the “New
modeler flow” as
“Heart_SPSS”
Select the options:
“Environment definition” as
“Default SPSS Modeler S
(2 vCPU 8 GRAM)” and click
on the button “Create”

(Continued )



(Continued)

Slide Description Screen figure

10 In the IBM Watson Studio “My
Projects/AI and Cognitive
Models/Heart_SPSS” screen:
“Data Asset”
Select “Import” to expand its
menu, click and drag “Data
Asset” to create the first node
of the model flow

(Continued )



(Continued)

Slide Description Screen figure

11 In the IBM Watson Studio My
Projects/AI and Cognitive
Models/Heart_SPSS screen:
right click “Data Asset” and
select “Open”
Click the button “Change data
asset”

(Continued )



(Continued)

Slide Description Screen figure

12 IBM Watson Studio My
Projects/AI and Cognitive
Models/Heart_disease screen:
observe Data Assets source
location, press “Save”
Select: “Data assets,”
“Heart_disease.csv” then
select the button “Select”

(Continued )



(Continued)

Slide Description Screen figure

13 IBM Watson Studio My
Projects/AI and Cognitive
Models/Heart_SPSS screen:
Building a flow AI model
"Save", make a right click on
“Data Asset” and select
“Preview”

(Continued )



(Continued)

Slide Description Screen figure

14 In the IBM Watson Studio
screen: My Projects/AI and
Cognitive Models/Heart_SPSS
- “Preview data”
Observe in data tab, the
column “NUM” is the
predicted values from
“nominal range: 0 to 4.” To
return to SPSS Modeler click
on “close window icon” in the
upper right corner

(Continued )



(Continued)

Slide Description Screen figure

15 In the IBM Watson Studio
screen: My Projects/AI and
Cognitive Models/Heart_SPSS:
Specify the “Target” for the
“Classifier”
Select “Field Operations” to
expand its menu, click and
drag “Type” icon to the
Modeler Flow, join the nodes,
right click “Type” and select
“Open.” In “Type Operations”
configure field “NUM” as
“Measure as “nominal,” “Role”
as “Target” and click “Save”

(Continued )



(Continued)

Slide Description Screen figure

16 In the IBM Watson Studio
screen: My Projects/AI and
Cognitive Models/Heart_SPSS:
Specify the “Classifier” as
“C&R Tree”
Select “Modeling” to expand
its menu, click and drag “C&R
Tree” icon to the Modeler
Flow, join the nodes with
“Type,” select “C&R Tree”
icon make a right click and
select “Open.” Verify the
default values of “Target” and
“Inputs” and click “Save.”
Select again “C&R Tree” icon
make a right click and select
“Run.”

(Continued )



(Continued)

Slide Description Screen figure

17 In the IBM Watson Studio
screen: My Projects/AI and
Cognitive Models/Heart_SPSS:
Add an output “Table”
Select “Output” to expand its
menu, click and drag “Table”
icon to Modeler Flow, join it
with the result of “C&R Tree”
in the yellow icon, select
“Table” make a right click and
select “Run.” In the Output
Panel double click “Table (16
fields, 303 records)” to see
result, observe the classifier
results in “$R-NUM” and “RC-
NUM.” Return to modeler
flow with click in “Close x” to
return to the flow

(Continued )



(Continued)

Slide Description Screen figure

18 In the IBM Watson Studio
screen: My Projects/AI and
Cognitive Models/Heart_SPSS:
Running the node “Analysis”
Select “Output” to expand its
menu, click and drag
“Analysis” icon to Modeler
Flow, join it with the result of
“C&R Tree” in the yellow
icon, select “Analysis” make a
right click and select “Open.”
In the setting panel activate
“Coincidence matrices,” and
“Performance evaluation”
click the button “Save.” Select
again “Analysis” make a right
click and select “Run”

(Continued )



(Continued)

Slide Description Screen figure

19 In the IBM Watson Studio
screen: My Projects/AI and
Cognitive Models/Heart_SPSS:
Results “C&R Tree” Analysis
In the Output Panel click the
symbol in “Analysis” output to
see the result in another
screen the original “NUM”
with the correct classification
in “$R-NUM” of 63.37% for
the classifier “C&R Tree,”
beside the results for
“Coincidence Matrix” and
“Performance Evaluation”

(Continued )



(Continued)

Slide Description Screen figure

20 In the IBM Watson Studio
screen: My Projects/AI and
Cognitive Models/Heart_SPSS:
Results Analysis for another
model “C5.0”
Applying the same procedure
add: a classifier “C5.0” from
“Modeling” a “Table” and
“Analysis” as shown. Run the
node “Analysis” for the branch
of classifier “C5.0 “. In the
Output Panel double click
“Analysis” to see the result in
another screen the original
“NUM” with the correct
classification in “$R-
NUM5predicted value of
79.21%” for the classifier
“C5.0,” beside better results
for “Coincidence Matrix” and
“Performance Evaluation”

(Continued )



(Continued)

Slide Description Screen figure

21 In the IBM Watson Studio
screen: My Projects/AI and
Cognitive Models/Heart_SPSS:
Creating a “branch as a
model”
Going back to the modeler
flower select the “Table” from
the branch of the classifier
“5.0,” make a right click to
open the screen menu and
select “Save branch as a
model.” A windows to save
model appears, specify
sending as “Table”, model
name5 “Heart 5-0” and click
“Save”. Then a “Success
windows” indicates that you
now can prepare the asset for
deployment, click “Close”

(Continued )



(Continued)

Slide Description Screen figure

22 In the IBM Dashboard screen:
adding a resource for
“Machine Learning Service”
At the “IBM Dashboard”
screen select “Create
Resource”, select filter of “AI/
Machine Learning”, and click
on “Machine Learning”
Service.

(Continued )



(Continued)

Slide Description Screen figure

23 In the IBM Dashboard screen:
Adding a resource for
“Machine Learning Service”
At creating the “Machine
Learning Service” select closet
location, accept “license
agreement” and click on
“Create”

(Continued )



(Continued)

Slide Description Screen figure

24 In the IBM Watson Studio
screen: My Projects/AI and
Cognitive Models: Observe the
“Model” created
In the “Models” section, at the
“Watson Machine Learning”
click on “Heart_SPSS_C5�0”
to see the details of the model

(Continued )



(Continued)

Slide Description Screen figure

25 In the IBM Watson Studio
screen: My Projects/AI and
Cognitive Models/
Heart_SPSS_C5�0 “Machine
Learning Model “Overview”
Click “Overview” to see the
model: summary, Input and
Output Schema, then click in
“Promote to deployment
space”

(Continued )



(Continued)

Slide Description Screen figure

26 IBM Watson Studio screen:
My Projects/AI and Cognitive
Models/Heart_SPSS_C5�0
“Machine Learning Model add
deployment”
In the ML model for
“Heart_SPSS_C5�0,” click
target space and select
“Create a new deployment
space”. A new request
name5 “Heart SPSS 5-0
deploy”, tag5 “Heart”, storage
service 5 “your assign storage
service”, Machine Learning
service5 “your assign ML
service”, click on “Create” and
wait to the space to be
created, and close. Finally,
click on”Promote”

(Continued )



(Continued)

Slide Description Screen figure

27 IBM Cloud Pak for Data
“Create new deployment”
Click on “New deployment”
button

(Continued )



(Continued)

Slide Description Screen figure

28 IBM Watson Studio screen:
Deployment/spaces and
Deployment/Heart_SPSS_5.0
At Create a deployment
windows, select deployment
type5 “Online”,
name5 “Heart SPSS C5-0”,
service name5 “heart” and
click on “Create”

(Continued )



(Continued)

Slide Description Screen figure

29 IBM Watson Studio screen:
Create a deployment Online
Create a deployment type
“Online,” Name5 “Heart,”
description5 “Heart_SPSS_C5-
0” and click “Create”

(Continued )



(Continued)

Slide Description Screen figure

30 IBM Watson Studio screen:
Deployment Online
Select the deployment
“Online,” click in “Heart SPSS
C5-0”

(Continued )



(Continued)

Slide Description Screen figure

31 IBM Watson Studio screen:
Copy the “API
reference.Direct
Link. Endpoint”
Copy the “API
reference.Direct
Link. Endpoint” in notepad
and save it as
“. . .\Exercises_book_ABME
\CH4\SPSS_MODELER
\SPSS_Classifiers
\IBM_Cloud_Shell.txt” for later
use. Observe the “Code
Snippets” for: “cURL,” “Java,”
“JavaScript,” “Python,” and
“Scala.” Finally select the
“Test” tab

(Continued )



(Continued)

Slide Description Screen figure

32 IBM Watson Studio screen:
Copy the “Testing the model”
In test form enter the Input
data: “Age5 67, SEX51,
CO5 1, TESTPBS5 160,
CHOL5 286, FBS5 0,
RESTECG5 2,
THALACH5108, EXANG5 1,
OLDPEAK5 1.5, SLOPE5 2,
CA5 3, THAL5 3, NUM5 1,”
press icon “Add to list,” then
click on “Predict” button, the
result “for num is Indicated as
“$SCC-NUM5 0.8108.”
Finally, click on the top right
menu and make “Log out”

(Continued )



(Continued)

Slide Description Screen figure

33 IBM Watson Studio screen:
Testing deployment of Heart
in https://cloud.ibm.com/shell/,
Step 1) Variable
SCORING_ENDPOINT
STEP 1) variable
SCORING_ENDPOINT:
Follow the instruction to
complete the first command
line to be used at CLOUD
IBM Shell to define the
variable “SCOREPOINT” as
indicated in the top screen.
When ready, copy and paste it
as shown in the lower screen

(Continued )



(Continued)

Slide Description Screen figure

34 IBM Watson Studio screen:
Testing deployment of Heart
in https://cloud.ibm.com/shell/,
Step 2) Generate Token
Step 2) Generate Token: Copy
the “ibmcloud command”
indicate in the upper screen,
and paste it as shown in the
lower screen, to obtain the
TOKEN as shown also at the
lower screen, this will be used
in the next step

(Continued )



(Continued)

Slide Description Screen figure

35 Go to the browser to use the
IBM Cloud Shell at https://
cloud.ibm.com/shell, Step 3)
Define variable IAM_TOKEN
Step 3) Define variable
IAM_TOKEN: Copy the
TOKEN generated in the last
slide, and paste in the
command as shown in the
upper screen, then copy the
entire command Into the IBM
Cloud Shell as shown in the
lower screen

(Continued )



(Continued)

Slide Description Screen figure

36 Go to the browser to use the
IBM Cloud Shell at https://
cloud.ibm.com/shell, Step 4)
Define DATA and Obtain API
response
Step 4) Define DATA and
Obtain API response: Copy the
Command of step 4 with the
real input data and paste in
the command as shown in the
upper screen. Take note of the
result values of the prediction
of 0.555 using this model. This
way we can use the IBM
Watson model externally for
many Biomedical application.
Finally, close the IBM Cloud
Shell.



Conclusions

We can have the following conclusions for obtaining

“ML model using Supervised Learning with a Decision Tree

algorithms for a heart diseases dataset.” “C&R Tree” and

“C5.0” generated different models for the “Heart_disease.

csv” dataset, both were analyzed based on their “Coincide

Matrices” and “Performance Evaluation.” The “C5.0”

obtained 79.21% of correct classification versus “C&R

Tree” with only 63.7%. Thus “C5.0” is better and it can be

deployed and tested and ready to be used as a web service.

The use of the "IBM Cloud shell" similar to “cURL” used on

chapter 2, section 8.2.3.3 Developing IBM Cloud NLP

applications with IBM APIs

Recommendations
� A larger dataset will help to analyze with more preci-

sion the “NUM” with predicted value, for a diagnosis of

heart disease.
� Apply more “ML models for classification and/or regres-

sion” and decide which is has better performance best

for this kind of dataset.

4.12.2.3 Research tutorial 4.3 IBM Watson SPSS
Modeler Flow for “Kidney disease ML Auto
Classifiers Models and deploy the best model”

4.12.2.3.1 Case for research

“Obtain ML models using Auto Classifiers algorithms

available at IBM Watson SPSS Modeler Flow for analyz-

ing a Kidney diseases dataset, and deploy the best

model.”

4.12.2.3.2 General objective for this research

“Use IBM Watson Studio IBM SPSS Modeler Flow” to

obtain an ML models from Auto Classifiers algorithms for

a kidney disease dataset and deploy the best model.

4.12.2.3.3 Background for “Kidney disease”

“Chronic kidney disease,” or “chronic kidney failure,”

describes the gradual loss of “kidney function.” The “kid-

neys” filter wastes and excess fluids from blood, which

are then excreted in your urine. When “chronic kidney

disease” reaches an advanced stage, dangerous levels of

fluid, electrolytes and wastes can build up in the human

body [23].

Factors that may increase the risk of “chronic kidney

disease” include:

� “Diabetes,”
� “High blood pressure,”
� “Heart and blood vessel (cardiovascular) disease,”
� “Smoking,”
� “Obesity,”

� “Race, such as being African American, Native

American, or Asian American,”
� “Family history of kidney disease,”
� “Abnormal kidney structure,” and
� “Older age.”

4.12.2.3.4 Specific objectives

Use “Auto Classifier to obtain models for the

Kidney_disease.csv” dataset. The specific objectives are:

� Predict when patient has “Chronic kidney disease”

based on the attributes of a given dataset.
� Use IBM Watson SPSS Modeler “Auto Classifier”
� Evaluate the “ML model” for the “ML Auto Classifier

algorithms,”
� Choose the best “ML Auto Classifier Model” based

on:

x “Model evaluation accuracy,”

x “Coincide matrices,”

x “Performance evaluation.
� Save the “ML model stream” to be used when the

deployment job is run
� Save “branch as a model,”
� Create deployment and test it on a “JASON” form.

4.12.2.3.5 Dataset

The dataset “Kidney_disease.csv*” is based on informa-

tion from two hospitals over a 2-month period of chronic

kidney disease, available at the UCI Machine Learning

Repository [24]. This database contains 25 attributes,

from 400 instances (patients). The goal field is “class,”

which refers to the presence of chronic kidney disease in

the patient as “ckd” or not presence as “notckd.” The “14

fields (attributes)” of this dataset, their descriptions and

values are indicated in Table 4.2.

4.12.2.3.6 Procedure

The steps to obtain “ML Auto Classifiers Models for a

chronic kidney diseases dataset, and deploy the best

model” are summarized in Table of slides 4.3 where each

step of the example is visually explained using screen

sequences with instructions.

Note: The “IBM Cloud website” is continously evolv-

ing every day by consequence the IBM CLOUD website

screens change frequently, some screens could be updated

to optimize and simplify the procedures. I recommend

understanding very well the objectives, applying them

accordingly with the new screen’s formats shown at this

table and the current IBM Cloud website contents. This

research uses the “IBM Cloud Pak for Data” which is a

fully integrated data and AI Watson platform.
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TABLE 4.2 Dataset “Kidney_disease.csv*” fields and descriptions.

Field Description * 400 instances of patients Missing attribute values are denoted by “?”

age Age in years (numerical)*

bp Blood pressure in mm/Hg (numerical)

sg Specific gravity (nominal)5 [1.005,1.010,1.015,1.020,1.025]

al Albumin (nominal)5 [0,1,2,3,4,5]

su Sugar (nominal)5 [0,1,2,3,4,5]

rbc Red blood cells (nominal)5 [‘normal’, ‘abnormal’]

pc Pus cell (nominal)5 [‘normal’, ‘abnormal’]

pcc Pus cell clumps(nominal)5 [‘present’, ‘not present’]

ba Bacteria(nominal)5 [‘present’, ‘notpresent’]

bgr Blood glucose random in mg/dL (numerical)

bu Blood urea in mg/dL (numerical)

sc Serum creatinine in mg/dL (numerical)

sod Sodium in mEq/L (numerical)

pot Potassium in mEq/L (numerical)

hemo Hemoglobin in gm (numerical)

pcv Packed cell volume (numerical)

wc White blood cell count in cells/cmm5 cells per cubic millimeter (numerical)

rc Red blood cell count in millions/cmm5 cells per cubic millimeter (numerical)

htn Hypertension(nominal)5 [‘yes’, ‘no’]

dm Diabetes mellitus (nominal)5 [‘yes’, ‘no’] *type 1 or type 2 diabetes

cad Coronary artery disease (nominal)5 [‘yes’, ‘no’]*

appet Appetite(nominal)5 [‘good’, ‘poor’]

pe Pedal edema(nominal)5 [‘yes’, ‘no’]

ane Anemia(nominal)5 [‘yes’, ‘no’]

class Class (nominal)5 [‘ckd’, ‘notckd’]

Note*: This dataset is available in the companion directory of the book, in the following directory: “. . .\Exercises_book_ABME\CH4\SPSS_MODELER
\SPSS_AutoClassifier\Kidney_disease.csv”.
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Table of slides 4.3 steps to obtain ML models using Auto Classifiers algorithms available at IBM Watson SPSS Modeler Flow for a Kidney diseases dataset, and deploy

the best model.

Slide Description Screen figure

1 Login to your IBM Cloud Account at
the website: https://cloud.ibm.com/
login entering your assigned IBMid
and Password
Note: You must have the 5 services
available and 1 storage created as
per Chapter 3 and Chapter 4, then
click the “Services” to list them

(Continued )



(Continued)

Slide Description Screen figure

2 In the IBM Cloud—Resource list
verifying the services
Click to expand “Services(5)” and
“Storage(1),” check the availability
of the “Machine Learning service”
necessary for this research and click
the service “Watson Studio” to go to
its service screen

(Continued )



(Continued)

Slide Description Screen figure

3 In the IBM Cloud “Watson Studio”
screen
Note: Press the button “Get Started”

(Continued )



(Continued)

Slide Description Screen figure

4 In the IBM Watson Studio welcome
screen
Click the recently updated project
“AI and Cognitive Models”

(Continued )



(Continued)

Slide Description Screen figure

5 In the IBM Watson Studio screen:
My Projects/AI and Cognitive
Models in the tab “Assets”
Select New Dataset and load asset
using “browse,” select the dataset
“Kidney_disease.csv” in the data
companion directory and press the
button “Open”

(Continued )



(Continued)

Slide Description Screen figure

6 In the IBM Watson Studio My
Projects / AI and Cognitive Models
section Assets: observe that
Kidney_disease.csv is available
Click on the button Add to project

(Continued )



(Continued)

Slide Description Screen figure

7 In the IBM Watson Studio “My
Projects/AI and Cognitive Models”
section “Add to project”
Click on the button “Modeler flow”

(Continued )



(Continued)

Slide Description Screen figure

8 In the IBM Watson Studio—New
modeler flow screen: enter the name
of the “New modeler flow” as
“Kidney_SPSS_MultiClassifiers”
Select the options: Environment
definition as “Default SPSS Modeler
S (2 vCPU * GB RAM)” and click on
the button “Create”

(Continued )



(Continued)

Slide Description Screen figure

9 In the IBM Watson Studio “My
Projects/AI and Cognitive Models/
Kidney_SPSS_MultiClasssifier screen”
Select “Import” to expand its menu,
click and drag “Data Asset” to
create the first node of the model
flow

(Continued )



(Continued)

Slide Description Screen figure

10 In the IBM Watson Studio “My
Projects/AI and Cognitive Models/
Kidney_SPSS_MultiClassifier” right
click “Data Asset” and select
“Open”
Click the button “Change data asset”
as indicated in the slide

(Continued )



(Continued)

Slide Description Screen figure

11 In the IBM Watson Studio “My
Projects/AI and Cognitive Models/
Kidney_SPSS_MultiClassifier” screen:
observe “Data Assets”
Select: “Data assets,”
“Kidney_disease.csv” then press the
button “Create”

(Continued )



(Continued)

Slide Description Screen figure

12 IBM Watson Studio “My Projects/AI
and Cognitive Models/
Kidney_SPSS_MultiClassifier” screen:
observe Data Asset source
location—Preview
In “Data Asset” verify
“Kidney_disease.csv”, click on
“Save”.Make a right click on “data
asset” and select “Preview”

(Continued )



(Continued)

Slide Description Screen figure

13 In the IBM Watson Studio screen:
“My Projects/AI and Cognitive
Models/Kidney_SPSS_MultiClassifier
/Preview”
Observe in data tab, the column
‘Class’ is the assigned values from
nominal range [‘ckd’, ‘notckd’] if the
patient has been previously
diagnosed with “Kidneys disease” or
not.
Note: Some field have “?” to
indicate nonavailable values, return
to SPSS Modeler select
“Kidney_SPSS_MultiClassifiers” as
shown in the slide

(Continued )



(Continued)

Slide Description Screen figure

14 In the IBM Watson Studio screen:
“My Projects/AI and Cognitive
Models/Kidney_SPSS_
MultiClassifier”: create a “Data
Partition”
Select “Field Operations” to expand
its menu, click and drag “Partition”
icon to the Modeler Flow, join the
nodes, right click “Partition” and
select “Open.” In “Partition”
configure “Derived Field Name” as
“Partition,” “Training Partition at
50%,” “Testing Partition as 50%”
and click “Save”

(Continued )



(Continued)

Slide Description Screen figure

15 In the IBM Watson Studio screen:
My Projects/AI and Cognitive
Models/Kidney_SPSS_
MultiClassifier: Specify output
“Type”
Select “Field Operations” to expand
its menu, click and drag “Type” icon
to the Modeler Flow, join the nodes
with “Partition,” select “Type” icon
make a right click and select
“Open.” Select the option “Read
metadata,” click the button “Read
Values,” change in “Class” the role
to “Target” and click “Save”

(Continued )



(Continued)

Slide Description Screen figure

16 In the IBM Watson Studio screen:
My Projects/AI and Cognitive
Models/Kidney_SPSS_
MultiClassifier: specify “Auto
Classifiers”
Select “Modeling” to expand its
menu, click and drag “Auto
Classifiers” icon to the Modeler
Flow, join the nodes with “Type,”
select “Class” icon make a right
click and select “Open”
Note: SPSS automatically detect the
field “class” as a target to classify,
accept the default values clicking
“Save.” Finally, “Run” the model as
shown in the slide

(Continued )



(Continued)

Slide Description Screen figure

17 In the IBM Watson Studio screen:
“My Projects/AI and Cognitive
Models/Kidney_SPSS_Classifier”:
Results from node “Auto Classifiers”
Select the results from colored icon
“Auto Classifiers” form, make a right
click and select “View Model”

(Continued )



(Continued)

Slide Description Screen figure

18 In the IBM Watson Studio screen:
“My Projects/AI and Cognitive
Models/ Kidney_SPSS_Classifier”:
Evaluate “Auto Classifiers Models”
The top four “estimators” from “Auto
Classifier Models” have very similar
accuracy, click on the link for
“Random Trees” to see details of its
model evaluation “with Model
Accuracy5 100,” then check the
“Linear SVM” with a “Model
Accuracy5 99.454”; In the Auto
Classifier screen de-select all the
other estimator except “Linear
SVM*” and go back to the Modeler
flow selecting
“Kidney_SPSS_MultiClassifier”
Note*: You can select any one of the
models as the best

(Continued )



(Continued)

Slide Description Screen figure

19 In the IBM Watson Studio screen:
“My Projects/AI and Cognitive
Models/
Kidney_SPSS_Multiclassifier”:
Analysis for “Auto Classifier”
Select “Outputs” to expand its
menu, click and drag “Analysis”
icon to the Modeler Flow, join the
nodes with “Auto Classifier” yellow
icon, select “Analysis” icon makes a
right click and select “Open.” Select
the following for the settings:
“Coincidence Matrices,”
“Performance evaluations,”
“Separate by partitions,” click
“Save.” With right click on
“Analysis” and “Run” the node as
indicated in the slide

(Continued )



(Continued)

Slide Description Screen figure

20 In the IBM Watson Studio screen:
“My Projects/AI and Cognitive
Models/
Kidney_SPSS_Multiclassifier”:
“Analysis for LSVM model”
The Analysis show that the “Linear
SVM” models shows the 2 partitions
for “class”: “1_Training5100%”
and “2_Testing599.45%” (almost
100%!), the “Coincide Matrix” and
the “Performance Evaluation.” Go
back to the “Model Flow” clicking
in: “Kidney_SPSS_MultiClassifier”

(Continued )



(Continued)

Slide Description Screen figure

21 In the IBM Watson Studio screen:
“My Projects/AI and Cognitive
Models/Kidney_SPSS_
Multiclassifier”: “Save stream file”
Save the streams file as an “STR
file,” click on “Download” icon at
the top, go to the sub directory
“Exercises_book_ABME\CH4
\SPSS_MODELER
\SPSS_MultiClassifier,” enter the
name: “Kidney_SPSS_MultiClassfier.
str” and click the button “Save.” * It
must be the scoring branch pre-
configured for deployment (it is the
path through the stream which will
be executed when the deployment
job is run)

(Continued )



(Continued)

Slide Description Screen figure

22 In IBM Watson Studio screen: My
Projects/AI and Cognitive Models/
Kidney_SPSS_MutiClassifier: Specify
“Table as an output”
Select “Outputs” to expand its
menu, click and drag “Table” icon
to the Modeler Flow, join the nodes
with “Auto Classifier” colored icon,
select “Table” icon, make a right
click and select “Run.” In the
“Outputs Tab” click on the results
for the table

(Continued )



(Continued)

Slide Description Screen figure

23 In the IBM Watson Studio screen:
My Projects/AI and Cognitive
Models/Kidney_SPSS_M. . .: See
results “Table as an output”
Table screen: see results stored in
table, the last two columns contains
the prediction: “$XF-class” has
“prediction of kidney disease” and
“$XFC-class” has the “confidence
score for the prediction.” Return to
the project with a click “AI and
Cognitive Models”

(Continued )



(Continued)

Slide Description Screen figure

24 In the IBM Watson Studio screen:
My Projects/AI and Cognitive
Models: “Save branch as a model”
Select “Table” and with right click
“Save branch as a model” as shown
in the slide

(Continued )



(Continued)

Slide Description Screen figure

25 In the IBM Watson Studio screen:
My Projects/AI and Cognitive
Models: “Save branch as a model”
dialog
In the “Save model” dialog: select
mode as “Scoring branch,” branch
terminal mode as “Table,” model
name as
“Kidney_SPSS_MultiClassifier,” select
the lower “Save” button. After the
“Success” message click “Close” and
go back to the “AI and Cognitive
Models”

(Continued )



(Continued)

Slide Description Screen figure

26 In the IBM Watson Studio screen:
My Projects/AI and Cognitive
Models: “Data assets” promote the
dataset
In the upper screen “My projects/ AI
and Cognitive Models” in the section
“Models Watson Machine Learning”
expand menu of
“Kidney_SPSS_MultiClassifier”, click
on “Promote”. In the lower screen
Windows “Create a deployment
space” enter name 5 “Kidney
Deployment”, select storage
service5 “your assigned storage”
click on “Create”, and when space
is ready click “Close”. At Promote to
space define Target space5 “Kidney
Depoyment”, Data assets 5
“Kidney_diaseses.csv” and finally
“Promote to space”

(Continued )



(Continued)

Slide Description Screen figure

27 In the IBM Watson Studio screen:
My Projects/AI and Cognitive
Models: “Our project status” and
going to “Spaces”
Verify your project actual
components: “Data assets are 5”,
“Models Watson Machine Learning
2“, and “Modeler flows are 3”. Click
on the “Navigation menu”, select
“Deployment” and “View all spaces”
as indicated.

(Continued )



(Continued)

Slide Description Screen figure

28 In the IBM Watson Studio screen:
My Projects/AI and Cognitive
Models: “View all spaces”
In upper screen is shown
“Deployments” click on “Spaces”
and “Kidney Deployment”. Then as
shown in lower screen click on
“Manage” and associate “your
assigned Machine Learning service“

(Continued )



(Continued)

Slide Description Screen figure

29 In the IBM Watson Studio screen:
“All Deployment spaces”
On the section “Assets” on
“Kidney_SPSS_Multiclassifier” select
“Deploy” as indicated at the upper
screen. At lower screen on
windows “Deploy” indicates
deployment type “Online”, name
5 “Kidney_SPSS_MultiClassifier”,
service name5 “kidney_deploy”
and click “Create”. Note: Probably a
error message could be shown as:
This deployment cannot be
processed because it exceeds the
allocated capacity unit hours (CUH).
Increase the compute resources for
this job and try again. The free
version “Lite” has a capacity Unit
Hours included of 20 por month.
and we have to upgrade “standard”
billed per CUH or professional with
2500 per month.

(Continued )



(Continued)

Slide Description Screen figure

30 IBM Watson Studio screen:
“Deployment/
Kidney_SPSS_MultiClassifier/
Kidney_SPSS_MultiClassifier/
KIDNEY_SPSS”
Copy the “API reference.Direct
Link. Endpoint” in notepad and
save it as “. . .\Exercises_book_ABME
\CH4\SPSS_MODELER
\SPSS_AutoClassifiers
\IBM_Cloud_Shell.txt” for later use.
Observe the “Code Snippets” for:
“cURL,” “Java,” “JavaScript,”
“Python,” and “Scala.” Finally select
the “Test” tab

(Continued )



(Continued)

Slide Description Screen figure

31 IBM Watson Studio screen:
“Deployment/
Kidney_SPSS_MultiClassifier/
Kidney_SPSS_MultiClassifier/
KIDNEY_SPSS” Test
For test the model in the tab “Test”
enter the following data: in “AGE
62,” “BP 80,” “SG 1.01,” “AL 2,”
“SU 3,” “RBC normal,” “PC
normal,” “PCC notpresent,” “BA
423,” “BGR 53,” “BU 1.8,” “SC
0.8,” “SOD 111,” “POT 2.5,”
“HEMO 9.6,” “PCV 31,” “WBCC
7500,” “RBCC 3.9,” “HTN no,”
“DM yes,” “CAD no,” “APPET
poor,” “PE no,” “ANE yes,” “Class
left empty space.” Press the button
“Predict” and the answer is
indicated in “JSON” that predict
value “CLASS5notckd” with
“CONFIDENCE5 0.608”. Finally,
“Log out” as shown

(Continued )



(Continued)

Slide Description Screen figure

32 Testing deployment of Kidney in
browser at https://cloud.ibm.com/
shell/, Step 1) variable
SCORING_ENDPOINT
Follow the instruction to complete
the command line to define the
variable “SCOREPOINT” as
indicated in the top screen. When
ready, copy and paste it as shown in
the lower screen

(Continued )



(Continued)

Slide Description Screen figure

33 Testing deployment of Kidney in
browser https://cloud.ibm.com/shell/
, Step 2) Generate Token
Step 2) Generate Token: “ibmcloud
command” indicate in the upper
screen, and paste it as shown in the
lower screen, to obtain the TOKEN
as shown in the lower screen, this
will be used in the next step

(Continued )



(Continued)

Slide Description Screen figure

34 IBM Cloud Shell at https://cloud.
ibm.com/shell, Step 3) Define
variable IAM_TOKEN
Step 3) Define variable
IAM_TOKEN: Copy the TOKEN
generated in the last slide, and paste
in the command as shown in the
upper screen, then copy the entire
command Into the IBM Cloud Shell
as shown in the lower screen

(Continued )



(Continued)

Slide Description Screen figure

35 IBM Cloud Shell at https://cloud.
ibm.com/shell, Step 4) Define DATA
and Obtain API response
Step 4) Define DATA and Obtain
API response: Copy the Command
with the real input data copy and
paste in the command as shown in
the lower screen. Note the values of
the predicted result using this
model.



Conclusions

We can have the following conclusions for “obtaining

ML models using Auto Classifiers algorithms available at

IBM Watson SPSS Modeler Flow for a kidney diseases data-

set, and deploying the best model.”
� It was possible to predict when the patient has “Chronic

kidney disease” based on the attributes “class” of the

given dataset.
� It could be made with four “ML models” they are:

“XGBoost-Linear,” “LinearSVM,” “XGBoost-Tree,” and

“Random Trees.” These four “ML models” presented

similar: “model evaluation accuracy,” “coincide matri-

ces,” and “performance evaluation.”
� The deployment can be made in three easy steps:

x Save the ML model stream to be used when the

deployment job is run;

x Save branch as a model directly from the “Auto

Classifier” icon on SPSS Flow Modeler; and

x Create deployment and test it in a “JASON” form

as shown at slide 31.

Recommendations
� A larger dataset will help to analyze with more preci-

sion the “class” with more variations on the predicted

value.
� Incorporate within the dataset, or create a new dataset

that includes, new attributes that will help in the predic-

tion, such as: “Smoking,” “Body Mass Index,” “Race,”

“Family history of kidney disease,” “Abnormal kidney

structure,” and others.

4.12.2.4 Research tutorial 4.4 IBM Watson
AutoAI experimenter for “Breast cancer ML
model and deploy the best model”

4.12.2.4.1 Case for research

“Obtain ML models using IBM Watson Auto AI experi-

menter for Breast Cancer dataset, and deploy the best

model.”

4.12.2.4.2 General objective

“Use IBM Watson Studio AutoAI experimenter” to obtain

ML for a Breast Cancer dataset and deploy the best

model.

4.12.2.4.3 Background for “Breast cancer”

“Breast cancer” develops when cells in the breast mutate

and grow out of control, forming a “breast tumor.” About

80% of them are “ductal carcinomas,” that begin in breast

milk ducts, and 10% of them are “lobular carcinomas”

that develop in the breast lobes or glands that produce

milk [25]. “Breast cancer cells” can spread into the

“lymph nodes” in and around the breasts and, from there,

travel and form “tumors in distant parts of the body such

as brain, bones, liver and lungs; this is identified as

“metastatic breast cancer.” “Breast cancer” also occurs

in men, “Male breast cancer” accounts for 1% of all

breast cancer diagnoses.

Factors that may increase the risk of “breast tumors”

include:

� “Obesity,”
� “Breast density,”
� “Menstrual history,”
� “Lack of exercise”“,
� “Alcoholic drink,”
� “Previous medical treatment,”
� “Older age,”and
� “Gender.”

The most frequent “breast cancer types” are:
� “Ductal carcinoma”
� “Lobular carcinoma”
� “Adenocystic carcinoma”
� “Angiosarcoma”
� “Inflammatory breast cancer”
� “Metaplastic carcinoma”
� “Phyllodes tumor”

“Breast cancer subtypes” include those driven by

specific “hormones” such as “estrogen,” “progesto-

gen,” or the “protein HER2”:
� 60% of breast cancers are “estrogen-positive.”
� 20% of breast cancers are “HER2-positive”
� 20% are “triple-negative breast cancers,” which are

among the more aggressive forms of the disease, they

“test negative for estrogen, progesterone, and HER2.”

“Recurrent breast cancer” occurs when the disease

returns after initial treatment. Most recurrent cancers

appear within the first 2 or 3 years after treatment, but

in some cases the cancer may recur many years later.

Women with early breast cancer most often develop

local recurrence within the first 5 years after treat-

ment. On average, 7%�11% of women with early

breast cancer experience a local recurrence during this

time. There are three types of recurrent breast: “local

recurrence,” “regional recurrence,” and “distant

recurrence” [26]:
� “Local recurrence” is when the cancer has returned to

the same location as the original cancer.
� “Regional recurrence” is when the cancer is found in

or near the original location.
� “Distant recurrence” is when the breast cancer has

spread to other parts of the body. This is also consid-

ered “metastatic breast cancer.”

4.12.2.4.4 Specific objectives

� Use “IBM Watson Auto AI experimenter for a Breast-

cancer” dataset specific objectives are:
� Predict when patient has “Breast cancer” based on

the attributes of a given dataset.
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� Use “IBM Watson AutoAI” to simplify AI life cycle

management by automating the following tasks:

x Data preparation

x Model development

x Feature engineering

x Hyperparameter optimization.
� Evaluate the seven best “ML models” for the “IBM

Watson AutoAI experimenter.”
� Choose the best “ML model” pipeline based on “ROC

AUC” optimized parameter.
� Save the best ML found.
� Create deployment and test it on input “JASON”

string in a form.

4.12.2.4.5 Dataset

The dataset “Breast-cancer.csv” is a breast cancer domain

obtained from the University Medical Centre, Institute of

Oncology, Ljubljana, Yugoslavia. Breast cancer domain

was obtained from the University Medical Centre,

Institute of Oncology, Ljubljana, Slovenia. Thanks go to

M. Zwitter and M. Soklic for providing the data, it is

available at the UCI Machine Learning Repository [27].

This database contains nine attributes, from 286 instances

(patients). The goal is “class” attribute, which refers to

the tumor as “no-recurrence-events” and “recurrence-

events.” This dataset, the descriptions, and values are

indicated in Table 4.3.

4.12.2.4.6 Procedure

The steps to “Obtain ML models from IBM Watson Auto

AI experimenter for a Breast Cancer dataset and deploy

the best model” are summarized in Table of slides 4.4,

and each step of the example is visually explained using

screen sequences with instructions in figures.

Note: The "IBM Cloud website" is continously evolv-

ing every day by consequence the IBM CLOUD website

screens change frequently, some screens could be updated

to optimize and simplify the procedures. I recommend

understanding very well the objectives, applying them

accordingly with the new screen’s formats shown at this

table and the current IBM Cloud website contents. This

research uses the "IBM Cloud Pak for Data" which is a

fully integrated data and AI Watson platform.

TABLE 4.3 Dataset “Breast-cancer.csv” fields and descriptions.

Field Description missing attribute values are denoted by “?”

10

attributes

*286 instances of patients

age Age in range years (nominal)5 [10�19, 20�29, 30�39, 40�49, 50�59, 60�69, 70�79, 80�89, 90�99]

menopause Menopause (nominal)5 [‘lt40’, ‘ge40’, ‘premeno’]
Where: premeno5 premature menopause, lt405menopause less than 40 years old, ge405menopause greater equal
than 40 years old

tumor-size Tumor size (nominal)5 [0�4, 5�9, 10�14, 15�19, 20�24, 25�29, 30�34, 35�39, 40�44, 45�49, 50�54, 55�59]

inv-nodes inv-nodes5 ‘lymph nodes’ (nominal)5 [0�2, 3�5, 6�8, 9�11, 12�14, 15�17, 18�20, 21�23, 24�26, 27�29,
30�32, 33�35, 36�39]

node-caps node-caps (nominal)5 [‘yes’, ‘no’] * A metastasis may be contained within the lymph node with an intact node lymph
capsule.

deg-malig deg-malig (nominal)5 [1,2,3] *Degree of malignancy, as estimated by loss of differentiation and increase of reproductive
characteristics.

breast breast (nominal)5 [‘left’, ‘right’]

breast-quad breast-quad (nominal)5 [‘left-up’, ‘left-low’, ‘right-up’, ‘right-low,’ ‘central’]

irradiat irradiat: (nominal)5 [‘yes’, ‘no’]

class class (nominal)5 [‘no-recurrence-events,’ ‘recurrence-events no’]

Note: This dataset is available in the companion directory of the book, in the following directory: “. . .\MATLAB\Exercises_book_ABME\CH4\Watson_ML
\Breast-cancer.csv”.
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Table of slides 4.4 steps to “Obtain ML models from IBM SPSS Modeler Flow Auto AI algorithms for a Breast Cancer dataset and deploy the best model.”

Slide Description Screen figure

1 Login to your IBM Cloud Account at
the website: https://cloud.ibm.com/
login entering your assigned IBMid
and Password
Note: You must have the 5 services
available and 1 storage created as
per Chapter 3 and Chapter 4, then
click the “Services”

(Continued )



(Continued)

Slide Description Screen figure

2 In the IBM Cloud—Resource list—
verifying services
Click to expand “Services(5)” and
“Storage(1),” check the availability
of the “Machine Learning service”
necessary for this research and click
the service “Watson Studio” to go to
its service screen

(Continued )



(Continued)

Slide Description Screen figure

3 In the IBM Cloud “Watson Studio”
screen
Press the button “Get Started”

(Continued )



(Continued)

Slide Description Screen figure

4 In the IBM Watson Studio welcome
screen
Click the recently updated project
“AI and Cognitive Models”

(Continued )



(Continued)

Slide Description Screen figure

5 In the IBM Watson Studio screen:
My Projects/AI and Cognitive
Models in the tab “Assets”
Click on New Dataset and load
asset using “browse,” select the
dataset “Breast-cancer.csv” in the
data companion directory and press
the button “Open”

(Continued )



(Continued)

Slide Description Screen figure

6 In the IBM Watson Studio “My
Projects/AI and Cognitive Models”
section “Assets”: observe that
“Breast-cancer.csv” is available
Observe in “Data assets” section the
“Breast_cancer.csv” is loaded and
click on the button “Add to project”

(Continued )



(Continued)

Slide Description Screen figure

7 In the IBM Watson Studio “My
Projects/AI and Cognitive Models”
section “Add to project”
Click on the button “Auto AI
experiment”

(Continued )



(Continued)

Slide Description Screen figure

8 In the IBM Watson Studio—AutoAI
Experiment screen: “Experiment
type”
Select “New”, Name 5

“Breast_Cancer_AutoAI”, in Define
configuration click on “Associate a
Machine Learning instance” and
select your “Assign Machine
Learning”. For Environment
definition 5 “8 vCPU and 32 GB
RAM”, and click on the button
“Create”

(Continued )



(Continued)

Slide Description Screen figure

9 In the IBM Watson Studio “My
Projects/AI and Cognitive Models/
Breast-cancer_AutoAI screen”:
Loading data
Click on “Browse”, from windows
dialog select "Breast-cancer.csv” at
the sub-directory indicate and click
on the button “Open”

(Continued )



(Continued)

Slide Description Screen figure

10 In the IBM Watson Studio “My
Projects/AI and Cognitive Models/
Breast_cancer_AutoAI screen”:
“Configure AutoAI experiment”
Verify the “Breast-cancer.csv” is
loaded, on Configure details select
“No” for “Create a time series
forecast”, on What to you want to
predict select the field “Class” and
click the button “Run Experiment”

(Continued )



(Continued)

Slide Description Screen figure

11 In the IBM Watson Studio “My
Projects/AI and Cognitive Models/
Breast_cancer_AutoAI screen”: “Run
AutoAI Experiment”
Note: Using the free version “Lite”
will appear a windows “Experiment
exceeds compute Capacity”, press
“here” to visualize the Capacity
Unit Hour that indicate “19.9 CUH”
remaing only “0.1” for this month.
We need to “wait for next month or
upgrade to a non -free version”.

(Continued )



(Continued)

Slide Description Screen figure

12 IBM Watson Studio “My Projects/AI
and Cognitive Models/
Breast_cancer_AutoAI screen”:
“Running AutoAI Experiment”
The non-free version for “Run
AutoAI Experiment” test many AI
models in the following minutes, the
“data partition 90% as training
data” and “10% as Holdout data or
test data”, on the top right side
shows a “Progress Map”

(Continued )



(Continued)

Slide Description Screen figure

13 In the IBM Watson Studio screen:
“My Projects/AI and Cognitive
Models/Breast_cancer_AutoAI
screen”:"Running AutoAI
Experiment”
Observe the “Experiment details”
that begin to training and testing
different “AI algorithm”, this is
indicate at the top left as a
“Relation ship map”, at the top right
as “Progress map”, and at the
bottom at the “Pipeline
leaderboard” indicate the “AI
algorithm Accuracy” in descending
order.

(Continued )



(Continued)

Slide Description Screen figure

14 In the IBM Watson Studio screen:
“My Projects/AI and Cognitive
Models Breast_cancer_AutoAI
screen”: “Run experimenter AutoAI
Results”
In the tab “Experiment summary”
observe the development to test all
the algorithms and the selection of
the top four listed in “Pipeline
leaderboard,” where the top
algorithm is the “XGB Classifier”
with an “Accuracy (optimized) of
0.746” Press click in “Swap view”
of “Progress map”

(Continued )



(Continued)

Slide Description Screen figure

15 In the IBM Watson Studio screen:
My Projects/AI and Cognitive
Models/Breast_cancer_AutoAI
screen: “Saving Top AI Algorithm”
In the “Pipeline leaderboard” select
the one of first place “XGB
Classifier”, and click on “Save as”

(Continued )



(Continued)

Slide Description Screen figure

16 In the IBM Watson Studio screen:
My Projects/AI and Cognitive
Models/ Breast_cancer_AutoAI
screen: : “Saving Top Model”
At the window “Save as model”
select “Model”, then define model
name as “Breast-P8 XGB Classifier”,
click on “Create”. Then a small
windows indicated that “Saved
model successfully” and finally click
on “View in project”

(Continued )



(Continued)

Slide Description Screen figure

17 In IBM Watson Studio My Projects/
AI and Cognitive Models/
Breast_cancer_AutoAI screen:
Promote to deployment space
In the model “Breast P8 XGB
Classifier,” verify the “Schema” and
“Type” then click on “Promote to
deployment space” as shown

(Continued )



(Continued)

Slide Description Screen figure

18 IBM Watson Studio screen: My
Projects/AI and Cognitive Models/
Breast_cancer_AutoAI - Create a
deployment space
In the “Create a deployment space”
specify name as
“Breast_Cancer_AutoAI” and select
storage service “your assigned cloud
object storage”, select machine
learning services as “your assigned
machine learning service”, and
finally click at “Create” button. A
confirmation windows will indicate
“The space is ready” and finally
click “Close”

(Continued )



(Continued)

Slide Description Screen figure

19 In IBM Watson Studio My Projects/
AI and Cognitive Models/
Breast_cancer_AutoAI screen:
“Promote to space”
In “Promote to space” windows
verify to select the target space as
“Breast_cancer_AutoAI” and asset
name as “Breast-P8 XGB Classifier”.
Then click on “Promote” as
indicated in the slide

(Continued )



(Continued)

Slide Description Screen figure

20 In IBM Watson Studio My Projects/
AI and Cognitive Models/
Breast_cancer_AutoAI screen
Promote to space
In the “Promote to space” select
“Target space as
Breast_Cancer_Auto,” “Select assets
as Breast_cancer_Auto” and click
on the “Promote” button as
indicated

(Continued )



(Continued)

Slide Description Screen figure

21 In the IBM Watson Studio screen:
My Projects/AI and Cognitive
Models: “Verify AutoAI
experiments”
Select Project/AI and Cognitive
Models, and verify at “Auto AI
experiments” has stored “Breast”
experiment

(Continued )



(Continued)

Slide Description Screen figure

22 IBM Watson Studio screen: My
Projects/AI and Cognitive Models/
Breast_cancer_AutoAI: “Spaces and
deploy”
Click in the “Navigation menu” as
shown in the slide and select
“Deployment.View all spaces,”
then at the tab “Deployment” click
space for “Breast_cancer_AutoAI” as
shown in the upper screen. In the
Model “Breast_cancer_AutoAI- P8
XGB Classifier” in the action select
“Deploy icon” as indicated in the
lower screen

(Continued )



(Continued)

Slide Description Screen figure

23 IBM Watson Studio screen: My
Projects/AI and Cognitive Models/
Breast_cancer_AutoAI: “create
deployment”
Select the option: “Deployments”
“Online,” then click in the
deployment name
“Breast_cancer_AutoAI” and click
on “Create” button as shown in the
upper screen. Click in the model
“Breast_cancer-P8 XGB Classifier” as
indicated in the top right screen

(Continued )



(Continued)

Slide Description Screen figure

24 IBM Watson Studio screen: My
Projects/AI and Cognitive Models/
Breast_cancer_AutoAI - . . .: “Using
deployment”
Select the option: “Deployments”
“Online,” then click in the
deployment name
“Breast_cancer_...”as shown in the
top screen. You can copy the
“Bearer ,Token. and make the
deployment with”: “cURL,” “Java,”
“JavaScript,” or “Python.” Select
“Test” as indicated in the lower
screen

(Continued )



(Continued)

Slide Description Screen figure

25 IBM Watson Studio screen: My
Projects/AI and Cognitive Models/
Breast_cancer_AutoAI “Testing
deployment”
In option “Test” select he JSON
input data and copy the following
instruction: {“input_data”:[{“fields”:
[“age”,“menopause”,“tumor-
size”,“inv-nodes”,“node-caps”,“deg-
malig”,“breast”,“breast-
quad”,“irradiat”],“values”:[[“30-
39”,“premeno”,“15-19”,“0-
2”,“no”,1,“left”,“left”,“left_low”]]}]}.
Then click on the button “Predict”
and the predict for “class5no-
recurrence-events” with
“probability5 0.909” and
“confidence value5 0.01”. Click at
the top right and “logout”



Conclusions

We can have the following conclusions on “Obtain ML

models from IBM Watson Auto AI experimenter for a Breast

Cancer dataset and test the best model.”
� It was possible to predict when patient has recurrent

“breast cancer” based on the attributes “class” of the

given dataset; the top performance model was the

“XBG Classifier” selected from “Pipeline” with a

“Accuracy (optimized) of 0.746”
� The deployment to test the model is simplified and

tested in a “JASON” form.

x The “AutoAI” allowsone to get started quickly with

“experimentation,” “evaluation,” and “deployment.”

x The “pipeline leaderboard” allows a fast model

selection from the top-performing ML models.

Recommendations
� A larger dataset will help to analyze with more precision

the “class” with more variations on the predicted value.
� Incorporate in the dataset, or create a new dataset that

includes, more new attributes that will help in the pre-

diction, such as “Body Mass Index,” “Breast density,”

“Lack of exercise,” “Alcoholic drink,” “Previous medical

treatment,” “Gender,” and others factors. These new

attributes have the objective of helping determine the

type and subtype of “breast cancer.”
� Try to include the type of recurrent breast cancer as:

“local recurrence,” “regional recurrence,” and “distant

recurrence” [28�30].

Note: For the next research tutorial we will apply

MATLAB ML solution: Statistics and Machine Learning

Toolbox.

The “Statistics and Machine Learning Toolbox” [31] pro-

vides functions and apps to describe, analyze, and model

data. From “descriptive statistics” and “plots for exploratory

data analysis,” “fit probability distributions to data,” “per-

form hypothesis tests.” “ML” allows the application of

“regression and classification algorithms” using its own

applications to draw inferences from data and to build “pre-

dictive models.” The toolbox provides “supervised and

unsupervised machine learning” algorithms, including “sup-

port vector machines,” “boosted and bagged decision

trees,” “k-nearest neighbor,” “k-medoids,” “hierarchical

clustering,” “Gaussian mixture models,” and “hidden

Markov” models. This section is focused on “ML predictive

models” using “MATLAB: Statistics and Machine Learning

Toolbox.”

4.12.2.5 Research tutorial 4.5 MATLAB: Statistics
and Machine Learning Toolbox for a “Diabetes
dataset AI modeling for Classifier Model and a
Regression Model”

4.12.2.5.1 Case for research

“Obtain AI Models using MATLAB: Statistics and

Machine Learning Toolbox for a diabetes dataset.”

4.12.2.5.2 General objective for this research

Obtain two “AI Machine Learning predictive Models” for

a diabetes dataset, one “Classifier model” and one

“Regression model” using the following MATLAB appli-

cations: “Classification Learner” and “Regression

Learner MATLAB from the “Statistics and Machine

Learning Toolbox.”

4.12.2.5.3 Specific objectives

� Obtain two “AI Machine Learning predictive Models”

for a diabetes dataset, one as a “Classifier Model” and

the other as a “Regression Model” using “Statistics

and Machine Learning Toolbox” to “predict futures

values for diabetes.”
� Obtain the best possible “Classifier model” using the

“MATLAB Classification Learner” application from

“Statistics and Machine Learning Toolbox.” Find “ML

Classifier Models” with higher “accuracy,” verifying

“Confusion Matrix,” “ROC Curve, and “Parallel coor-

dinates plot.” “Export” the best model and test the pre-

diction results using a special dataset for testing.
� Obtain the best possible “Regression model” using the

“MATLAB Regression Learner” application from

“Statistics and Machine Learning Toolbox.” Find “ML

Regression Models” with lower “RMSE” Root Mean

Square Error (RMSE) as the standard deviation of the

residuals (prediction errors) (the lower is the best),

obtaining a “Response Plot” of “pedi” (diabetes pedi-

gree function) then “export” the best model and test

the prediction results using a special dataset for

testing.

4.12.2.5.4 Dataset

The dataset “diabetes.csv” is based on information in the

Pima Indians Diabetes Database at the “National

Institute of Diabetes and Digestive and Kidney Diseases.”

It has “768 records,” with “8 fields (attributes)” as indi-

cated in Table 4.4.

Note: This “diabetes” dataset was analyzed in

Section 3.3.2 using IBM Watson SPSS Modeler Flow.

4.12.2.5.5 Procedure

The steps to obtain two “AI Machine Learning predictive

Models” for a “diabetes dataset,” one as “Classifier

Model” and the other as a “Regression Model” using the

following MATLAB applications: “Classification

Learner” and “Regression Learner” that are included in

MATLAB: “Statistics and Machine Learning Toolbox,”

are summarized in Table of slides 4.5 and each step of the

example is visually explained using screen sequences

with instructions in figures.
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TABLE 4.4 Diabetes dataset to obtain ML Models using MATLAB: Statistics and Machine Learning Toolbox.

Field Description* 768 instances of patients. All females .21 and ,81 years old

preg Number of times pregnant (integers)

plas Plasma glucose concentration 2 h oral glucose tolerance test

pres Diastolic blood pressure in mm Hg (real number)

skin Triceps skin fold thickness in mm (real number)

Insu 2-h serum insulin in mu U/mL (real number)

mass Body mass index based on weight in kg/(height in m)2 (real number)

pedi Diabetes pedigree function (real number). It is a function which scores likelihood of diabetes based on family history

age Age in years (integers)

class Class variable with two string: [‘tested_negative’, ‘tested_positive’]
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Table of slides 4.5 steps to obtain two “AI Machine Learning predictive Models” for a “diabetes dataset,” one as “Classifier Model” and the other as “Regression

Model” using the following MATLAB applications: “Classification Learner” and “Regression Learner” that are included in MATLAB: “Statistics and Machine

Learning Toolbox.”

Description Screen figure

1 Open your MATLAB software.
In the command prompt enter
the command:
.. “classificationLearner”
In the “Classification Learner,”
click on the “New Session
icon” and click submenu “From
File.” In the window “Select a
file to open” go to the
subdirectory downloaded from
the book companion website,
select “csv” as the file type,
then select the file “diabetes.
csv” and click on the button
“Open”

(Continued )



(Continued)

Description Screen figure

2 In the MATLAB “Classification
Learner” screen: “Import”
Observe the field or attributes
from the dataset “diabetes.csv,”
select “Replace unimportable
cells with NaN” and click in
“Import Selection” icon

(Continued )



(Continued)

Description Screen figure

3 In the MATLAB “Classification
Learner”: “New Session Data
set” screen
Observe that the dataset
“diabetes.csv” has 789 records
with 9 fields or categories,
verify “response” that the target
is “class” is categorical with 2
unique labels, for validation
select “Cross-Validation with 5
folds” and click in the button
“Start Session”

(Continued )



(Continued)

Description Screen figure

4 In the MATLAB “Classification
Learner”: “Scatter Plot” and
select “All quick classifier that
are quick to train”
In the “Scatter Plot” in “plot:
select data for the predictors”
select “X: Age” and “Y: pedi
(scores for likelihood of
diabetes based on family
history). And Observe that
chart indicates that there are
frequently higher values of
“pedi” with
“class5 tested_positive.” Select
the icon “All Quick-to-. . .,”
then select “Train”. Note:
Different results could be
shown, just apply the step to
the best

(Continued )



(Continued)

Description Screen figure

5 In MATLAB “Classification
Learner”: “All quick classifier
quick to train”: Select the best
accuracy model and
“Confusion Matrix”
Select the best model the
“Tree-Medium Tree” with
“Accuracy of 75.3%,” select
“Confusion Matrix” icon with
option of “Number of
observations” that indicate that
500 record with
class”5 “tested_negative”: 407
were classified correctly, and
93 incorrectly. For
“class”5 “tested_positive” with
268 record: 171 were classify
correctly and 97 incorrectly.”
Select the option “True positive
rates/False negative rates”.
Note: Different results could be
shown

(Continued )



(Continued)

Description Screen figure

6 In MATLAB “Classification
Learner”: “All quick classifier
quick to train”: Select the best
accuracy model and
“Confusion Matrix”
Select the best model: “Tree-
Medium Tree” with “Accuracy
of 75.3%,” select “Confusion
Matrix” icon with option of
“True positive rates/False
negative rates,” it indicate that
500 record with
“class”5 “tested_negative”:
81% were classified correctly
and 19% incorrectly. For
“class”5 “tested_positive” with
268 record: 64% were classify
correctly and 36% incorrectly.”
Select the option “ROC Curve”.
Note: Different results could be
shown

(Continued )



(Continued)

Description Screen figure

7 In MATLAB “Classification
Learner”: “All quick classifier
quick to train”: Select the best
accuracy model and “ROC
Curve”
Select the best model: “Tree-
Medium Tree” with “Accuracy
of 76%,” select “ROC Curve”
icon that shows an
AUC5 0.77, with the option of
“Plot” “Positive class with
tested_negative” where the
current classifier is on
“(0.36,0.81).” Select “Positive
class with tested_positive”
where the current classifier is
on “(0.19,0.64).” Note: ROC
curve shows a low true positive
rate versus false positive rate
for the currently selected
trained classifier

(Continued )



(Continued)

Description Screen figure

8 In MATLAB “Classification
Learner”: Train for “All SVMs”
and “Confusion Matrix”
Select “All SVMs” and click on
“Train,” then select the best
model: “SVM Linear SVM” with
“Accuracy of 77.5%,” select
“Confusion Matrix” with the
option of “Number of
observations” that indicate that
500 records with
“class”5 “tested_negative”:
440 were classified correctly
and 60 incorrectly. But for
“class”5 “tested_positive” with
268 record: 148 were classify
correctly and 120 incorrectly”

(Continued )



(Continued)

Description Screen figure

9 In MATLAB “Classification
Learner”: Train for “Other
models” trying to find one with
better “Accuracy”
“Train” for other models as:
“All Naives Bayes,” “All
Ensembles,” and “Logistic
Regression” then select the best
model; in this example the
“SVM Corse Gaussian” with
“Accuracy of 77.5%,” select
“Parallel Coordinates Plot” and
observe the difference between
“Plot with data and Model
predictions”

(Continued )



(Continued)

Description Screen figure

10 In MATLAB “Classification
Learner”: Train for
“Optimizable SVM” with
“Advanced” setting
Select the best model: in this
example the “Optimizable
SVM” with “Accuracy of
77.6%,” select “Advanced”
icon and “Advanced Tune” to
see the “Optimize
Hyperparameters,” then select
“Optimizer Options” as shown.
“Train” model and generate a
“Min Classification Error Plot”
with 30 iterations that indicates
the best value for the
“Observed minimum
classification error”

(Continued )



(Continued)

Description Screen figure

11 In MATLAB “Classification
Learner”: Train for
“Optimizable SVM” with
“PCA” (Principal Components
Analysis) - Variance option.
Select the best model in this
example is “Optimizable SVM”
with “Accuracy of 77.6%,”
select “PCA” icon to “Enable
PCA,” with a “Component
reduction criterion”: “Specify
explained variance of 95%.”
“Train” model and generate a
“Min Classification Error Plot”
with 30 iterations that indicates
the best value for the
“Observed minimum
classification error,” and “lower
Accuracy of 74.6%”

(Continued )



(Continued)

Description Screen figure

12 MATLAB “Classification
Learner”: Train for
“Optimizable SVM” with
“PCA” (Principal Components
Analysis) - Component option
Select the best model in this
example the “Optimizable
SVM” with “Accuracy of
77.6%,” select “PCA” icon to
“Enable PCA,” with a
“Component reduction
criterion”: Specify number of
components to 3. “Train”
model and generate: “Min
Classification Error Plot” with
30 iterations that indicates the
best value for the “Observed
minimum classification error,”
and “lower Accuracy of
75.1%”

(Continued )



(Continued)

Description Screen figure

13 In MATLAB “Classification
Learner”: Exporting Model
“Optimizable SVM”
Select the best model in this
example the “Optimizable
SVM” with “Accuracy of
77.6%,” click on the “Export”
icon, then in “Export Model,”
accept the suggested
workspace variable named:
“trainedModel” clicking on the
“OK button”

(Continued )



(Continued)

Description Screen figure

14 In MATLAB workplace main
screen test the trained model:
“Optimized SVM”
In the “MATLAB workspace”
verify that the exported
“trainedModel” is available,
enter the instruction:
“T5 readtable(‘diabetes_test.
csv’)”
click on the variable “T” to see
the testing values, then enter
the instruction:
“yfit5 trainedModel.predictFcn
(T)”
and compare the results
obtained with the expected
values. Close “Classification
Learner”

(Continued )



(Continued)

Description Screen figure

15 In MATLAB workplace main
screen call the “Regression
Learner,” in the command
prompt enter”
“regressionLearner”
In the “Regression Learner,”
click on the “New Session
icon” and click on “From File.”
In the window for “Select file to
Open” go to the subdirectory
downloaded from the book
companion website, select
“csv,” as the file type, then
select “diabetesClass1�2.csv”
and click on the button “Open”

(Continued )



(Continued)

Description Screen figure

16 In MATLAB “Regression
Learner” application: “Import”
screen
Observe the importation of the
dataset “diabetesClass1�2.
csv,” its contains the same data
that “diabetes.csv” with the
exception that the attribute
‘class’ is now numeric: 1 means
‘tested_positive’ and 0 means
‘tested_negative.’ Select in
“Importable Cells” section the
option of “Exclude row with”
“unimportable cells” and click
in “Import Selection” icon

(Continued )



(Continued)

Description Screen figure

17 In MATLAB “Regression
Learner”: “New session” screen
Observe that the dataset
“diabetesClass1�2.csv” has
789 records with 9 fields or
attributes, verify in “response”
that the target is “class” as
double, for validation select
“Cross-Validation 5 folds” and
click in the button “Start
Session”

(Continued )



(Continued)

Description Screen figure

18 In MATLAB “Regression
Learner”: “Response Plot” from
the original dataset and “All
quick algorithm to train”
Select “All quick algorithm to
train,” in the “Response Plot”
from the original dataset select
x-axis: “pedi” and observe that
there are more
“tested_positive5 1” with
higher “pedi” values, then
select “Train”

(Continued )



(Continued)

Description Screen figure

19 In MATLAB “Regression
Learner”: “Response Plot”
model prediction from “All
quick algorithm to train”
Select the best mode:
“Gaussian Process Regression”
with an “RMSE50.39605”
(Root Mean Square Error
(RMSE) is the standard
deviation of the residuals
(prediction errors), the lower is
the best). Observe the
“Response Plot” for the
prediction value of ‘pedi’
versus ‘class’

(Continued )



(Continued)

Description Screen figure

20 MATLAB “Regression Learner”:
Train best model: “Gaussian
Process Regression” with
“Optimizable model” and “PCA
enabled”
Select the best mode:
“Gaussian Process Regression”
with an “RMSE50.39605,”
enable “PCA,” select
“Optimizable GPR” and “Train”
with these parameters, a
“Minimum MSE Plot” is
generated and the “RMSE is
0.41316”

(Continued )



(Continued)

Description Screen figure

21 In MATLAB “Regression
Learner”: Export the best
model: “Gaussian Process
Regression” with
“RMSE5 0.39605”
Select the best mode:
“Gaussian Process Regression”
with an “RMSE50.39605,”
click on “Export Model,” then
“Export Model” and accept the
exportation of a structure
carriable of trained model as
“trainedModel1”

(Continued )



(Continued)

Description Screen figure

22 In MATLAB workplace main
screen: test the trained model:
“Gaussian Process Regression”
In the MATLAB workspace:
verify that the “trainedModel1”
is available, the variable “T”
has the testing values, then
enter the instruction:
“yfit5 trainedModel1.
predictFcn(T)”
and compare the results
obtained with the expected
values
Note: if “class” is less or equal
than 0.5 then it is
‘tested_negative’ else then is
‘tested_positive.’ Save the
Workspace as: “trainedModels”
and close MATLAB and the
“Regression Learner”



Conclusions

We can have the following conclusions for obtaining a

“ML Classifier models” [32] and a “ML Regression models”

using the following MATLAB applications: “Classification

Learner” and “Regression Learner,” which are included in

MATLAB: “Statistics and Machine Learning Toolbox”:
� “ML Classifier models” using MATLAB “Classification

Learner” allows the import of a dataset from “files” or

“MATLAB workspace,” specifying the validation type

and the response variable. We can select a training as

“All quick classifier that are faster to train,” then train

for other models’ types: “Decision Tress Models,”

“Discriminant Analysis Models,” “Logistic Regression

Classifiers,” “Naives Bayes Classifier Models,” “Support

Vector Machine Classifier Models,” “Nearest Neighbor

Classifier Models,” and “Ensemble Classifiers Models.”

Specifying: “feature selection,” “PCA,” and “optimiza-

tion of classifier algorithms.” Obtaining: “Scatter Plots,”

“Confusion Matrix,” “ROC Curves,” “Parallel

Coordinates Plot, etc. It also allows export the best

model as a “MATLAB function” or a “workspace vari-

able” to predict new values for the dataset. For this

“diabetes dataset” the best “ML Classifier model” was

the “Optimizable SVM” with “Accuracy of 77.6%,” it

works well to predict the dataset for testing.
� “ML Regression models” using MATLAB “Regression

Learner” allow the import of datasets from “files” or

“MATLAB workspace,” specifying the validation type

and the response variable that must be numeric. We

can select a training as “All quick regression that are fas-

ter to train,” then train for other models’ types as:

“Regression Trees models,” “Linear Regression models,”

“SVM regression models,” “Gaussian Process Regression

Models” and “Ensembles of Trees.” Specifying: “feature

selection,” “PCA,” and “optimization of classifier algo-

rithms.” Obtaining: “Response Plots,” “Predicted versus

Actual Plot,” “Residuals Plots,” “Min MSE Plot,” etc. It

allows “export” of the best model as a “MATLAB func-

tion” or a “workspace variable” to predict new values

for the dataset. For this “diabetes dataset” the best “ML

Regression model” was the “Gaussian Process

Regression” with “RMSE5 0.39605”%.

Recommendations
� Update the dataset or create a new one adding the fol-

lowing diabetes attributes: “urine test” and “hemoglobin

A1C test,” as explained in the section “Diabetes tests”

of this research.
� A larger dataset will help to analyze diabetes with more

precision.
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Chapter 5

Deep Learning Models Principles Applied
to Biomedical Engineering

5.1 Deep learning based on artificial
neural networks

“Deep Learning (DL)” is a subset of “Machine Learning

(ML),” and “ML” is a subset of “Artificial Intelligence

(AI)” as shown in Fig. 1.3. There are two main reasons

to differentiate the use of algorithms of “DL” to “ML”:

“Decision boundary” and “Feature engineering,” where:

� “Decision boundary” in “ML algorithms” learns the

mapping from input to output based on a set of weights

in the architecture. For example, in “ML classification

problems” the algorithm learns the “decision boundary”

with a function to separate the classes. There is a “lin-

ear decision boundary” that resolves the determination

of whether a given value point belongs to one class or

the other based on linear functions, such as the

“Sigmoid function” used in “Logistic regression” to

separate the classes. Thus “ML” is not capable of learn-

ing complex types of relationships. The “DL algo-

rithms” are designed to learn the “nonlinear decision

boundary” in complex types of relationships.
� “Feature engineering” is the way of extracting features

from data and transforming them into formats that are

suitable for “AI algorithms.” The “feature engineering”

goal is to turn data into information, and information

into insight. It consists of two steps: “feature extrac-

tion” is the process of extracting all the required fea-

tures necessary to resolve the specific problem; and

“feature selection” is the process of selecting the impor-

tant features for it. In an “ML algorithm” the feature

extraction selection is made manually, and the feature

selection is made automatically for the classifier,

whereas in a “DL algorithm” both selections are made

automatically. For example, extracting features manu-

ally from images is a tedious time-consuming task and

requires a lot of knowledge from the programmer.

“DL” is inspired by the structure and function of “neu-

rons” from the human brain, representing them as

“Artificial Neural Networks (ANN),” as illustrated in

Fig. 1.6A. They are designed to recognize patterns that

are represented by numeric vectors that represent images,

sounds, text, time series, processes, etc. The “ANN” is

based on “learning processes” as a way of acquiring

knowledge using parameters such as the “synaptic

weight” and “bias” in the network that are adapted

through a continuous simulation process by the environ-

ment in which the “ANN” is embedded, as explained in

Fig. 1.6B. The most common “ANN” is the “basic three-

layered neural network” defined as: “input,” “hidden,”

and “output,” as shown in Fig. 5.1A, and its representa-

tion in Fig. 5.1B. The “ANN” calculates the values of the

“neurons in the output layer (yk)” based in the “synaptic

weights (w)” and “bias (b)” in the “neurons in the hidden

layer (Wl,i)” related to the values of the “neurons in the

input layer (xi)” compared with the expect “targets

values,” as indicated in Eq. (5.1):

Artificial Neuron Network general equation

yk 5 f
Xn
i51

wl;im 1 b
� �

xi

 
(5.1)

where yk is the number of response variables to predict; xi
is the number of predictor variables; wl,i is the weight of

each connection in the hidden layer; b is the bias; m is the

layer number; and f is the transfer function.

In this chapter, we discuss the basic “artificial neural

network” and the “deep neural network,” where there are

many multiple hidden layers, as indicated in Fig. 5.1C,

that allow the computation of much more complex fea-

tures of the input. This is based on each hidden layer

computing a nonlinear transformation of the previous

layer, representing a significantly greater power based on

more complex functions, as represented in Fig. 5.1D.

Therefore it is used a nonlinear activation function in

each hidden layer.

The underlying principle of “Deep Learning” is that

of the compositional nature of “neural networks” inspired

by the biological elements that forms the “human brain,”

such as a collection of “nodes” emulating “brain neurons”
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and their “neuron synapses connections as primary ele-

ments, that combine to form midlevel elements identified

as “Artificial Neural Networks (ANNs),” which in turn are

combined with different architectures to form more com-

plex networks. These “ANN” are organized based on their

architectural type, and the way their different components

are connected to one another, defining the specific learn-

ing goal in different types*. They are classified as shown

in figure 1.7*: “Feed Forward Neural Network,”

“Backpropagation Neural Networks,” “Recurrent Neural

Networks,” “Memory Augmented Neural Networks,”

“Modular Neural Networks,” and “Evolutionary Neural

Networks.” The first two “ANN types” are studied in

depth in this chapter and the others are covered in the

Chapter 6, “Deep Learning Models Evolution Applied to

Biomedical Engineering.”

In this chapter the focus is on studying:

� “Feed Forward Neural Network” types: “Perceptron

(P),” “Multilayer Perceptron (MLP),” “Radial Basis

Network (RBF),” “Probabilistic Neural network (PNN),”

“Extreme Learning Machine (ELM),” and others.
� “Backpropagation neural networks” types: “Auto

Encoder (AE),” “Variational Auto Encoder (VAE),”

“Denoising Auto Encoder (DAE),” “Sparse Auto

Encoder (SAE),” “Deep Convolution Network (DCN)”

or “ConvNet (CNN),” “Deconvolutional Network

(DN),” “Deep Convolutional Inverse Graphics

Network (DCIGN),” “Generative Adversarial Network

(GAN),” “Deep Residual Network (DRN) or Deep

ResNet,” and others.

� “Shallow Neural Networks,” as a way to introduce and

explain the “deep learning models principles applied

to biomedical engineering.”
� “Transfer learning from pretrained deep learning

networks.”

All examples are based on practical research on bio-

medical engineering using existing AI tools from:

“MATLABs and “IBM Watson Studio.”

Note*: There is no standard set of rules to classify the differ-

ent types of “ANN,” nevertheless with the objective of orga-

nizing the study and application of “ANNs” for the “AI

analysis” and obtention of “AI models” in many different

research areas of “Biomedical Engineering,” in this book the

“ANNs” are organized based on their architectural type and

the way their different components are connected to one

another, defining the specific learning goal. They are sepa-

rated into six different types, as shown in Fig. 1.7.

5.2 Feed forward neural networks types

“Feed Forward Neural Network” implies a signal that can

only be fed forward, meaning the absence of recurrent or

feedback connections. In other words, the data path in the

network is only forward facing, no backward feed connec-

tions between neurons are present. Some frequently used

examples of “Feed Forward Neural Network” are shown

in Fig. 1.8, these are: “Perceptron (P),” “Multilayer

FIGURE 5.1 Artificial neural network (ANN): (A) non-deep ANN, (B) representation of non-deep ANN, (C) deep ANN, and (D) representation of

deep ANN.
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Perceptron (MLP),” “Radial Basis Network (RBF),”

“Probabilistic Neural network (PNN),” “Extreme

Learning Machine (ELM),” and others.

5.2.1 Perceptron (P) or single-layer perceptron

network

“P” is the simplest of “the ANNs,” that consists of a

“single layer of output nodes” that represent the “neu-

rons,” where they are fed directly from the “input layer

nodes” using a series of “weights,” which show the

strength of each particular node, as shown in Fig. 5.2A.

The sum of the products of the weights and the inputs is

calculated in each node, based on the “activation func-

tion” which is explained in the Section 5.2.1.1 In the

“activation function” is defined a “threshold value” that

typically is zero, if the node value is above the “thresh-

old value” the neurons fire and take the activated values,

which are typically “1 1,” otherwise they take the deac-

tivated values, which is typically “2 1 or 0 in binary,”

as shown in Fig. 5.2B. These actions are used to repre-

sent the “synapse” between two human brain neurons, as

indicated in Fig. 1.6. “Perceptron” is frequently used to

classify the data into “n parts,” see the example in

Fig. 5.2D. Therefore it is also known as a “Linear

Binary Classifier.”

“Perceptron” is a basic concept that can be applied in

many application, such as hybrid collision detection per-

ceptron of the robot in the fusion application [1], progres-

sive operational perceptrons with memory [2], deep belief

network and linear perceptron-based cognitive computing

for collaborative robots [3], and many more.

Example 5.1: Example of “Perceptron” and threshold

activation function.

We need to classify patients from a hospital that have

diseases based on age in three ranges: “Infant diseases

when # 2 years old,” “Middle age diseases when

45, age, 65,” and “Elderly diseases age when age

$ 65.”

The solution proposed is based on the “Perceptron”

network, as shown at the bottom of Fig. 5.2D, in order to

obtain a classification based on “clusters”, as shown at

the top of Fig. 5.2D.

5.2.1.1 ANN activation functions

The “activation functions” are used to map the input

between the required values, like (0, 1) or (2 1, 1). Then,

they can be basically divided into two types of functions:

FIGURE 5.2 Perceptron: (A) linear binary classification, (B) perceptron equations, (C) example of perceptron with a vector input and one output,

and (D) example of perceptron with matrix inputs and three outputs.
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“linear activation” and “nonlinear activation.” Some of

the most frequent “activation functions” used in “ANNs”

for linear activation are “identity,” and for nonlinear acti-

vation they are “Binary step,” “Logistic,” “TanH,”

“ArcTan,” “Rectified Linear Unit known (RELU),”

“Parametric Rectified Linear Unit (PreLU),” “ELU,”

“Soft plus,” and others such as “Sigmoid” (describes a

general class of curves that are “S-shaped,” such as

the “Logistic” and “Tanh,” as shown in Fig. 5.3) and

“Softmax,” which is frequently used in “AI classifiers”

and will be explained later in this chapter. The “activation

functions” are summarized in Fig. 5.3 showing their func-

tion plot, equation, and their derivative function with their

respective ranges

There are other activation functions that can be used as:

approximation rates for neural networks with general

activation functions [4], weighted sigmoid gate unit for an

activation function of deep neural network [5], global expo-

nential stability of delayed complex-valued neural networks

with discontinuous activation functions [6], and many

others that can improve networks for many different appli-

cation in biomedical engineering.

5.2.2 Multilayer perceptron

“Multilayer perceptron (MLP), also called Feed forward

Neural Network (FFNN),” is shown in Fig. 5.4A. “FFNN”

are arranged in layers, with the first layer connected to

“inputs” and the last layer producing “outputs.” The middle

layers have no connection with the external world, and

hence are called “hidden layers.” It is possible to increase

the number of hidden layers as needed to make the model

more complex according to the problem being resolved.

When we have more than three hidden layers they are

known as “Deep Feed forward Network (DFFN),” as

shown in Fig. 5.1B. The goal of an “MLP” is to approxi-

mate the function y5 f � xð Þ that maps the input “x” to a

class “y” to obtain the classification needed. For example,

the “MLP” with three layers have three functions repre-

sented as: f xð Þ5 f 3ð Þf 2ð Þ f 1ð Þð . Each layer is represented

as: y5 f wiXi 1 bð Þ, where “f ” is the activation function,

“wi” are the weights in the layer, “Xi” are the input vector,

and “b” is the bias vector. The layers of an “MLP” consist

of several fully connected layers because each unit in a

layer is connected to all the units in the previous layer. In a

“fully connected layer,” the parameters of each unit are

independent of the rest of the units in the layer, that means

each unit possesses a unique set of weights. In “supervised

classification” the output includes a “class score.” Then,

the network performance as a “classifier” is obtained by a

“loss function,” when the loss value is high the predicted

class is not trustable, and when it is low the predicted class

is a true class. A frequent strategy consists of initializing

the “weights” to random values and refining them itera-

tively to get a lower loss. This is the reason that the train-

ing of an “MLP” or “DFFNN” is made in three steps:

“forward propagation,” “loss calculation,” and “backward

FIGURE 5.3 Activation function used on Artificial Neural Networks.
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propagation*” as shown in the example for “blood pres-

sure reading” in Fig. 5.4.

1. “Forward propagation”: In this step the training is

made by passing the input to the model, multiplying

“weights” assigned randomly and adding “bias” at

every layer to find the output value of the model, as

shown in Eq. (5.1).

2. “Loss calculation”: After step 1 the output values for

the model are obtained, they are called “Predicted out-

put” and are compared with the “target value” or

“expected output.” This difference is used to calculate

the “loss value” by the “loss function.”

3. “Backward propagation” is when the errors obtained

are sent back through the network calculating the

“Gradients.” Then an optimization method, such as

“Gradient descent” calculates and adjusts all weight in

the backward process applying “gradient flow” in that

direction where the goal is to reduce the error at the

output layer.

Note*: With the goal to explain “MLP and the direct

relation with the Perceptron as a “FFN,” “MLP is studied

in the category of an “FFN,” nevertheless “MLP” has a

training step with a “backpropagation algorithm” and it

should be placed in “Backpropagation Neural Network”

category.

These steps are repeated iteratively moving the weight

refinement in the direction defined by lower loss function

values. The activation functions frequently used are

“Logistic (Sigmoid),” “Relu,” and “TangH,” as shown

in Fig. 5.3.

Example 5.2: Example for MLP of analyzing “blood

pressure reading.”

The “blood pressure reading” example shown in

Fig. 5.4 has a process in three steps applying a “MLP”

network to identify when a person has “high blood pres-

sure” or “low blow pressure.” It is based on “systolic”

blood pressure, which indicates how much pressure your

blood is exerting against artery walls when the heart

beats, and “diastolic” blood pressure, which indicates

how much pressure your blood is exerting against artery

walls while the heart is resting between beats. A normal

blood pressure reading is 120/80 mm Hg. The three steps

for a “MLP” are:

� Step 1) “Forward propagation” as defined in the equa-

tions in indicated in this step at Fig. 5.4
� Step 2) “Loss calculation function” as calculated in

equations shown in indicated in this step at Fig. 5.4
� Step 3) “Backpropagation algorithm” as indicated in

two substeps in Fig. 5.4C as they correct the values

backwards and forward.

The three steps are repeat until all other training

examples in dataset are processed.

FIGURE 5.4 Example of “multilayer perceptron” for “blood pressure reading.”
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The “MLPs” can be used in many problems in Biomedical

Engineering such as using multilayer perceptron with

Laplacian edge detector for bladder cancer diagnosis [7],

hybrid particle swarm optimization-genetic algorithm

trained multilayer perceptron for classification of human

glioma from molecular brain neoplasia data [8], classifica-

tion of cervical cancer using hybrid multilayered percep-

tron network trained by genetic algorithm [9], and many

others that combine “MLPs with others AI models.”

5.2.3 Radial basis function network

“MLP” is applied in supervised learning when data is not

linearly separable. Otherwise complex nonlinear classi-

fiers can be built by combining them into a network, such

as the “Radial Basis Network (RBF),” that can be used in

nonlinear classifications and other applications as “RBF

function approximation.” It performs classification by

measuring the input’s similarity to examples from the

training set.

Each “RBF neuron” stores a “prototype,” which is just

one of the examples from the training set. Where the goal

is to classify a new input, each neuron computes the

“Euclidean distance” between the input and its prototype.

If the input more closely resembles the “class A” proto-

types than the “class B” prototypes, it is classified as

“class A,” and so on. “RBF” has many applications,

such as function approximation, time series prediction,

classification, and system control. A typical “RBF net-

work” consists of an “input vector (xi),” a layer of “RBF

neurons (ϕ),” and an “output layer (yi),” as shown in

Fig. 5.5A.

� “Input vector” is a n-dimensional vector that needs to

be classified.
� “RBF neurons” is a layer where each neuron stores

just one of the “prototype vectors” from the training

set and each is compared to the actual “input vector”

and delivers a value from an “RBF function activa-

tion” that represents the similarity between them with

values from “0 for no similarity” to “1 for complete

similarity.” As the distance between the input and pro-

totype grows, the response falls off exponentially,

forming a “bell curve,” see Fig. 5.5B, that is calcu-

lated using the equations shown in Fig. 5.5C. β con-

trols the width of the bell curve and σ is calculated by

the “Euclidian distance” as xi2μ
		 				 		2.

� “Output layer” has one node for each class of data.

Each output node computes the score for a different

class; as a consequence every output node has its own

set of weights, as shown in Fig. 5.5D.

Note: The output node will typically give a positive

weight to the RBF neurons that belong to its category,

and a negative weight to the others.

FIGURE 5.5 “Radial Basis Function (RBF)”: (A) typical network diagram, (B) typical “RBF” activation function, (C) “RBF” equations, and (D)

“RBF” nodes equation.
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Example 5.3: Example of “RBF” to analyze “heart

rhythm.”

Problem to resolve in this example

A patient has taken 30 consecutive readings of his

“heart rhythm.” The readings in the dataset are normalized

from “0 to 1.” Obtain an “RBF approximation” model to

predict if he has a “normal heart rate” or not. The “normal

heart rate” is usually stated between “60 and 100 beats

per minute.” Slower than 60 is known as “bradycardia”

and faster than 100 is identified as “tachycardia.”

Proposed solution to analyze “heart rhythm” using

“RBF”
An “RBF model” is proposed, with a MATLAB script

using the “Deep Learning Toolbox.” Open the MATLAB

program and go to the book data companion directory: “...

\Exercises_book_ABME\CH5\MATLAB_RBF” and open

“RadialBasisFunctionFunction.m.”

The MATLAB script “RadialBasisFunctionFunction.m,”

as shown in Fig. 5.6A, is divided into five steps. These are

� Step 1) Load and plot dataset. Here the 30 consecutive

normalized between [0...1]“heart rhythm” readings are

specified in the script.
� Step 2) Plot the "RBF Activation Function,” a plot of

the “RBF approximation function” is obtained show-

ing the “bell curve.”

� Step 3) Define “RBF network” and view configuration.

In this step the precision of the “RBF” is defined for

the “sum-squared error goal” and the spread constant.

Then the “RBF” diagram is generated showing one

input vector, one hidden layer with 26 “RBF nodes,”

and a layer output with one node.
� Step 4) Plot “RBF results and expected values.” A

plot showing the target values with “1 ” symbol and

the approximation results as a continuous type line.
� Step 5) Predict values using "RBF model." Because of

the small amount of reading in this example, only pre-

dictions for close next values are valid. The result

seems to indicate the “heart rhythm” is becoming

stable in approximately 0.5 indicating a stabilization

in the “normal heart rhythm.”

“RBF” has been used in many biomedical engineering

applications, such as automated diabetic retinopathy detec-

tion using radial basis function [10], image reconstruction

for electrical impedance tomography: experimental com-

parison of radial basis neural network and Gauss�Newton

method [11], some extensions of radial basis functions and

their applications in artificial intelligence [12], and many

other applications.

FIGURE 5.6 Example of “RBF approximation” for normalized “heart rhythm” readings.
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5.2.4 Probabilistic neural network

A “probabilistic neural network (PNN)” is a four-layered

feed forward neural network used for classification, the

net architecture is shown in Fig. 5.7A. The “PNN layers,”

are “input,” “one hidden,” “one linear (pattern/summa-

tion),” and “output” [13]:

� “Input layer” has the source’s nodes.
� “One hidden radial basic layer” computes the distances

from the input vector to the training vector and pro-

duces a vector whose elements indicate how close the

input is to a class using an “RBF function activation.”
� “One summation/competitive layer” that sums all the

contributions for each class producing a “net output”

as a “vector of probabilities” using “probability distri-

bution function (PDF)” and a “competitive transfer

function” pick the maximum of these probabilities pro-

ducing a class indicated by “1” or “0.”
� “Output layer” contains the vector with the assigned

class as “1” or “0” for the result for the inputs.

Example 5.4: Example of “probabilistic neural network

(PNN)” to classify the “types FLU: A, B, and C.”

“Flu” or “influenza” is a contagious respiratory func-

tion caused by a variety of flu viruses. The symptoms

involve “muscle pain,” “headache and fever.” Assume,

that there are three types of flu viruses that affect humans:

“A,” “B,” and “C” [14,15]:

� “Type A” causes seasonal flu epidemics practically

every year. It can infect humans and animals.

“Influenza A” is the only type that can cause a

“pandemic,” which is a global spread of disease.

Bird flu and swine flu pandemics both resulted

from “influenza A viruses.” An “influenza A virus”

has two surface proteins: “hemagglutinin and

neuraminidase.”
� “Type B” can also cause seasonal epidemics that typi-

cally only affect humans. There are two lineages of

influenza B: “Victoria and Yamagata.” Influenza B

viruses mutate more slowly than influenza A viruses.
� “Type C” causes less severe flu symptoms. It causes

mild illnesses, but they do not appear to cause

epidemics.

Assuming “only for this hypothetical example (in real-

ity it is far more complicated)” that:

� Type “A”5 “class 1” had “strong headache and high-

er fever,” and “mild muscle aches and ache.”
� Type “B”5 “class 2” had “strong muscle pain ,” and

“mild headache and fever.”
� Type “C”5 “class 3” had “lesser headache and fever”

and “lower muscle pain”

Problem to resolve in this example

Obtain an “AI model using PNN” for classification

according to the symptom’s severities.

Proposed solution for influenza types hypothetical

classification using “PNN”
A “Probabilistic Neural network (PNN) model” is

proposed, with a with a MATLAB script using the

“Deep Learning Toolbox.” Open the MATLAB

program and go to the book data companion

FIGURE 5.7 Probabilistic neural network (PNN): (A) PNN network diagram, (B) “PNN” uses RBF activation function in classes/pattern layer, and

(C) PNN equations.
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directory: “...\Exercises_book_ABME\CH5\MATLAB_

PNN” and open the script “pnn.m.”

The MATLAB script “pnn.m” is divide in five steps

as shown in Fig. 5.8A).

� Step 1) Load the “PNN input and target data,” seven

vector pairs with their expected classes.
� Step 2) Plot the inputs and targets, a plot for “PNN

classification of vectors of flu classes” is generated.
� Step 3) Create a “PNN and view its net

configuration.”
� Step 4) “Simulate PNN using input P to verify the cor-

rect classifications,” a plot using the net “PNN model

for classification” of vectors of flu classes is

generated.
� Step 5) “PNN classification of new vectors” and plot

classes in color areas, the three areas for each type of

flu are shown with the results for the new vectors.

“PNN” has been applied in research in many different fields

of biomedical engineering, such as training the probabilistic

neural network to solve classification problems [16], small

lung nodules detection based on local variance analysis

and probabilistic neural network [17], child emotion recog-

nition using probabilistic neural network with effective fea-

tures [18], and many others.

5.2.5 Extreme Learning Machine

“Extreme Learning Machine (ELM)” is a method that is

essentially a single feed forward neural network; its struc-

ture consists of a single layer of hidden nodes, where the

weights between inputs and hidden nodes are randomly

assigned. This means that it does not need a learning pro-

cess to calculate the parameters of the models, and

remains constant during training and predicting phases.

On the contrary, the weights that connect hidden nodes to

outputs can be trained extremely fast [19]. The greatest

advantage of “EMLs” is that they are cheap computation-

ally for implementing online models [20]. ELM is used

for pattern classification and function approximation. In

summary, “ELM” is the simplest kind of neural network.

It consists of three layers: an input layer, a hidden layer,

and an output layer (as shown in Fig. 5.1A, as a “typical

non-deep ANN”). An “ELM” is shown with more detail in

Fig. 5.9A. The training of “ELM” is quite simple; it only

needs to update the “output weights\beta” to be optimized

as constraints using the equations at Fig. 5.9C, while the

input weights “W and biases” of the hidden layer are ran-

domly generated. “ELM theory shows that hidden neurons

are important but need not be tuned in many applica-

tions,” for example, feature learning, clustering, regres-

sion, and classification. In theory, such neurons can be

almost any nonlinear piecewise continuous neurons

including hundreds of types of biological neurons of

FIGURE 5.8 Example “PNN for hypothetical input of “types of flu: A, B, and C”: a) PNN MATLAB script, and steps 1) to 5) to plot the results.
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which the exact math modeling may be unknown to

human being [21].

Example 5.5: Example of “Extreme Learning Machine

(ELM)” for diabetes values prediction.

Problem to resolve in this example

There is a need to detect diabetes in Indian women

based on parameters such as “age,” “diabetes pedigree

function,” “body mass index,” “serum insulin,” “triceps

skin fold thickness,” “diastolic blood pressure,” “plasma

glucose concentration,” and “number of times pregnant.”

Objective of this example

Obtain an “ML prediction AI model using ELM ANN for

diabetes dataset*” used in the Research 4.5, in MATLAB

with Statistics and Machine Learning Toolbox installed.

Note *: In this example the dataset for “diabetes.csv”

based on information at the “National Institute of Diabetes

and Digestive and Kidney Diseases with title: Pima Indians

Diabetes Database” (https://www.niddk.nih.gov/) is used to

obtain the an “AI LM model.” This dataset has: “768 records,”

with “eight fields (attributes)” described in Table 5.1.

For this example, all fields are normalized between 0

and 1, except for the “class” field, then all fields were

exported as a “text tab delimited” under the name “diabete-

s_train.txt.”

Note: The dataset can be found in the companion set

exercise for this book at: “... \Exercises_book_ABME

\CH5\MATLAB_ELM\diabetes_train.txt.”

Proposed solution for predicting diabetes in Indian
women using “Extreme Learning Machine (ELM)”

An “ELM to predict diabetes” is proposed with a

MATLAB script. Open the MATLAB program and go to

the book data companion directory: “...\Exercises_book_

ABME\CH5\MATLAB_ELM” and open the script “ELM_

main.m.” This script is divided into four steps as shown in

Fig. 5.10A). These are:

� Step 1) “Load input data with targets,” the normalized

dataset provided as “diabetes_train.txt” is loaded in

variable “train_data.”
� Step 2) “Specify model parameters and obtain ELM

model.” The variables for the type of ELM is set as classi-

fier specifying “elm_type5 1,” if you wish a regression

define “elm_type5 0,” the number of neurons of hidden

neurons are defined as: “NumberofHiddenNeurons5
1000,” and the activation function is specified as:

“ActivationFunction5 sig,” where the activation functions

available are: “sig5 sigmoid,” “sin5 sine,” “hardlim.”

“Elm_traing function” is called, the “training accuracy”

and the “training time” are display, and the “ELM net

model” is available in the variable “elm_model.mat.”
� Step 3) “Load the test data with targets from the text

file diabetes_test.txt” in the variable “test_data.”
� Step 4) “Execute ELM predict and obtain a prediction

with the user function elm_predict.m.” The results are:

“TestingTime5B0,” “TestingAccurray5 0.75.” All

results are saved in the variable “elm_output.m.”

FIGURE 5.9 Extreme Learning Machine (ELM): (A) ELM network diagram, (B) ELM uses one of many activation functions available, and

(C) ELM equations.
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Note: In this case the output vector result obtained is:

[1 1 1 0] instead of the expected result of [0 1 1 0] because

the dataset is small with “testing accuracy5 0.75.”

In summary, “ELM” is a simple learning algorithm for

“Single-Layer Feed Forward Neural Network (SLFN).”

In theory, the “ELM algorithm” tends to provide good

(Continued )

(Continued)

performance at extremely fast learning speed. Unlike “tradi-

tional feed forward network learning algorithms” like “back-

propagation (BP) algorithms,” the “ELM” does not use a

“gradient-based technique.” With this method, all the para-

meters are tuned once, and this algorithm does NOT need

iterative training, which is the reason for its fast answer [22].

(Continued )

FIGURE 5.10 “ELM example for diabetes dataset”: 1) Load input data with targets, 2) Specify model parameters and obtain ELM model, 3) Load

the test data with targets, and 4) Execute ELM predict and obtain prediction.

TABLE 5.1 Diabetes dataset for diabetes values prediction.

Field Description * 768 instances of patients. all Females .21 and ,81 years old

class Boolean Class variable: [‘05 tested_negative’, 15 tested_positive’]

preg Number of times pregnant (integers)

plas Plasma glucose concentration 2 h oral glucose tolerance test

pres Diastolic blood pressure in mm Hg (real number)

skin Triceps skin fold thickness in mm (real number)

Insu 2-H serum insulin in mu U/mL (real number)

mass Body mass index based on weight in kg/(height in m)2 (real number)

pedi Diabetes pedigree function (real number). It is a function which scores the likelihood of diabetes based on family history

age Age in years (integers)
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(Continued)

It has been applied in many problems in biomedical engi-

neering, such as a novel randomized machine learning

approach: reservoir computing extreme learning machine

[23], deep and wide feature based extreme learning machine

for image classification [24], classifier for face recognition

based on deep convolutional�optimized kernel extreme

learning machine [25], discrimination of β-thalassemia and

iron deficiency anemia through extreme learning machine

and regularized extreme learning machine based decision

support system [26], and many others.

5.3 Shallow neural network

“Shallow neural networks” are special neural networks

that consist of only “one or two hidden layers.”

Understanding a “shallow neural network” gives us an

insight into what exactly is going on inside a “deep neural

network” that has “three” or more hidden layers.”

“Shallow neural networks” can be used in many ways

for different purpose, such as:

� “Feed Forward Neural Network Fitting,” as explained

at the “Section 5.3.1, Research 5.1 MATLAB Deep

Learning Toolbox using a Feed Forward neural net-

work fitting for human body fat.”
� “SOM Neural Network” as explained at the

“Section 5.3.2, Research 5.2 MATLAB Deep Learning

Toolbox using a neural network for clustering based

on self-organizing MAP to analyze surface electromy-

ography signals.”
� “Neural Network-Nonlinear Autoregressive” as

explained at the “Section 5.3.3, Research 5.3

MATLAB Deep Learning Toolbox using a Neural

Network for dynamic time series based on a nonlinear

autoregressive to analyze vertical ground reaction

forces signals.”
� And many other applications.

In summary, “Shallow Neural Networks” is a term used to

describe “ANN” that usually have only one or two hidden

layers as opposed to “DL NN” which have several hidden

layers, often of various layer types, that with the right archi-

tectures achieve better results than the “shallow neural net-

work.” The main difference is that the “deep models” can

extract/build better features than “shallow models,” and to

achieve this they are using the intermediate hidden layers.

“Shallow neural networks” are used when the dataset’s

have smaller labeled training data, for example, 50k docs,

as “Shallow CNNs” work better than “Deep CNNs” [27].

5.3.1 Research 5.1 Feed Forward Neural

Network to Analyze “Human Body Fat”

5.3.1.1 Case for research

Obtain an AI mode using a Feed Forward Neural

Network (FFNN) to calculate the “Human body fat per-

centage” based on parameters such as “age,” “weight,”

and some physical dimension of the human body, and

assign the result to specific human body fat ranges.

5.3.1.2 General objective

Obtain a “Fitting Neural Network” AI model for “FFNN”

as a MATLAB function to predict the “human body fat

percentage” based on 13 input variables to obtain the

“body fat percentage” from a US males dataset and clas-

sify them in the ranges of: “below normal range,” “nor-

mal range,” “overfat,” or “obese.”

5.3.1.3 Specific objectives
� Load the “Body_Fat_Estimation_Males_USA.csv”

dataset for input of the “ANN,” and its “Target.csv”

file as the data to be used to obtain the AI model.
� Define validation and testing groups dividing the sam-

ples randomly as: “70% for training,” “15% for vali-

dation,” and “15% for testing.”
� Select the optimal number of “Hidden layers” for the

best “fitting FFNN.”
� Select the best algorithm for the “fitting FFNN.”
� Learn the best parameters criteria to detect the best

performance model.
� Deploy the MATLAB “Fitting FFNN” model.
� Test the MATLAB “Fitting FFNN” model as a func-

tion matrix based on 13 input variables to obtain the

“body fat percentage.”

5.3.1.4 Background for “Human Body Fat”

The most frequently used and accepted measure of

“human body fat” is the “Body Mass Index (BMI),” as the

relation between “height (in pounds)” and “weight (in

inches)” defined by the “American Heart Association.”

Their “BMI” defined ranges are shown in Table 5.2.

TABLE 5.2 Categories based on “Body Mass Index.”

Category Body mass index

Underweight , 18.5

Normal or healthy weight 18.5 and # 24.9

Overweight 25 and ,30

Obese $ 30
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However, “BMI” does not distinguish between lean

muscle and fat mass, and “BMI” does not account for

many factors, such as “gender,” “age,” “ethnicity,” and

other useful variables, so it may not be an equally valid

test for all populations. “BMI” does not produce an accu-

rate description of human health and clinicians have pro-

posed other methods based in the “body fat percentage”

such as “Skinfold measurements,” “Circumference

measurements,” “Body fat scales,” “Dual-energy X-ray

absorptiometry (DEXA),” “Body Fat Percentage (BFP),”

“Hydrodensitometry,” “Air displacement plethysmography

(ADP),” ““3D body scanners,” and others:

� “Skinfold measurements” measure the thickness of

skinfold in different areas of the body.
� “Circumference measurements” measure the circum-

ference of different parts of the human body using a

tape measure.
� “Body fat scales” measure the “bioelectrical imped-

ance analysis (BIA),” applying a very weak electrical

current through the body to measure the body resis-

tance; higher values indicate a higher body fat mass.
� “Dual-energy X-ray absorptiometry (DEXA)” uses

“X-rays” to precisely measure the body fat, lean mus-

cle, and mineral composition in different parts of the

human body.
� “Body fat percentage (BFP)” measures the proportion

of body fat composition. A healthy body composition

must have a high proportion of fat-free mass due to

muscles, bones, and human organs, and an acceptable

low level of body fat.

� “Hydrodensitometry” or “underwater weighing” uses a

person’s body mass and volume to calculate their

body density measuring the volume of water that they

displace.
� “Air displacement plethysmography (ADP)” uses air

pressure sensors to measure the amount of air dis-

placed to indicate body volume.
� “3D body scanners” uses lasers to create a “3D image”

of the body to calculate the body volume.

Each method has its advantages and disadvantages,

but in general, the “body fat ranges” obtained for any

method are categorized in ranges of “body fat percent-

age.” For example, these ranges are shown for the United

States in Table 5.3.

5.3.1.5 Dataset

The dataset “Body_Fat_Estimation.csv” is based on

the information of “Circumference measurements” from

252 males in the United States, with the fields

(attributes) as indicated in Table 5.4 and their targets in

Table 5.5 [28].

5.3.1.6 Procedure

The steps to obtain an AI model “using MATLAB Deep

Learning Toolbox for NNF fitting apps of a body fat esti-

mation dataset” are summarized in Table of slides 5.1 and

each step of the example is visually explained using

screen sequences with instructions in easy to follow

screen figures.

TABLE 5.3 Categories based on “Body Fat Ranges for United States” as “Body Fat Percentage.”

Category Women Men

Below normal range ,22% ,15%

Normal range 20%�25% 15%�19%

Overfat .25% and # 30 .19% and # 25%

Obese .30% .25%
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TABLE 5.4 Dataset “Body_Fat_Estimation_Males_USA.csv” fields and descriptions.

Field Description* 252 instances all males. Number of fields5 13

Age Age in years

Weight Weight in pounds

Height Height in inches

Neck_circum Neck circumference in inches

Chest_circum Chest circumference in inches

Abdomen_circum Abdomen circumference in inches

Hip _circum Hip circumference in inches

Thigh_circum Thigh circumference in inches

Knee_circum Knee circumference in inches

Ankle_circum Ankle circumference in inches

Biceps_ext_circum Biceps (extended) circumference in inches

Forearm_circum Forearm circumference in inches

Wrist_circum Wrist circumference in inches

Note: This dataset is available in the companion directory of the book, in the following directory: “. . .\Exercises_book_ABME\CH5\MATLAB_BFE\
Body_Fat_Estimation_Males_USA.csv.”

TABLE 5.5 For “Body Fat Percentage Target” for the Dataset “Body_Fat_Estimation_Males_USA.csv.”

Field Description * 252 instances all males. Number of fields5 1

Target Body fat percentage target (decimal)

Note: This dataset is available in the companion directory of the book, in the following directory: “. . .\Exercises_book_ABME\CH5\MATLAB_BFE\Target.csv.”
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Table of slides 5.1 Steps to obtain an AI model “using MATLAB Deep Learning Toolbox for a Feed Forward Neural Network Fitting Apps of a Body Fat Estimation

dataset.”

Slide Description Screen figure

1 Open your MATLAB software. Go to
the directory “...Exercises_book_ABME
\CH5\MATLAB_BFE". In the command
prompt enter the command for Neural
Network Starter.. nnstart
“MATLAB Deep Learning Toolbox”
includes a “Neural Network GUI—
nnstart” that opens a window with
launch buttons for “Neural Network
Fitting,” “Pattern Recognition,”
“Clustering” and “Time series tools.”
Click the button: “Fitting app (nftool)”

(Continued )



(Continued)

Slide Description Screen figure

2 In the MATLAB “Neural Fitting”
window screen
“Neural Network Fitting” is used when
here is a need to map a “dataset of
numeric inputs” with a numerical target
using “Feed Forward Neural, with a
specified “Sigmoid hidden neurons”
and a “linear output.” Click the button
“Next”



3 In the MATLAB “Neural Fitting”
window screen: “Select Input Data”
Select the button for select the “input
dataset ...,” select the file “...
\Exercises_book_ABME\CH5
\MATLAB_BFE
\Body_Fat_Estimation_Males_USA.csv,”
and click the button “Open”

(Continued )



(Continued)

Slide Description Screen figure

4 In the MATLAB “Neural Fitting”
window screen: “Select
Data. Inputs. Import Wizard”
Select “Comma” as the column
separator, verify that the “Number of
test header line is 1,” and click on the
“Next” button



5 In the MATLAB “Neural Fitting”
window screen: “Select
Data. Inputs. Import Wizard”
In the section “Select variable to import
using checkboxes” activate “Create
variables matching preview,” verify the
creation of the three variables and click
the “Finish” button

(Continued )



(Continued)

Slide Description Screen figure

6 In the MATLAB “Neural Fitting”
window screen: “Select
Data. Inputs. Import data for Target”
Select the button for select the “target
data ...,” select the file “...
\Exercises_book_ABME\CH5
\MATLAB_BFE\Target.csv,” and click
the button “Open”



7 In the MATLAB “Neural Fitting”
window screen: “Select
Data. Inputs. Import data for Target”
Select “Other” as the column separator,
verify that the “Number of test header
line is 1,” and click on the “Next”
button

(Continued )



(Continued)

Slide Description Screen figure

8 In the MATLAB “Neural Fitting”
window screen: “Select
Data. Inputs. Import data for Target”
In the section “Select variable to import
using checkboxes” activate “Create
variables matching preview,” verify the
creation of the three variables and click
the “Finish” button



9 In the MATLAB “Neural Fitting”
window screen: “Select Data”
In the “Summary” section verify that
the “input data is 2523 13 matrix,”
specify the target as “Matrix rows,”
check that the “Targets data is a
25231 matrix,” and click in the button
“Next”

(Continued )



(Continued)

Slide Description Screen figure

10 In the MATLAB “Neural Fitting”
window screen: “Validation and Test
Data”
In the section “Select Percentages”
verify that: “Training570%,”
“Validation5 15%” and
“Testing5 15%,” then click in the
button “Next”



11 In the MATLAB “Neural Fitting”
window screen: “Network
Architecture”
In the “Hidden Layer” section, define a
“Fitting Neural Network with 15 hidden
neurons,” in the “Neural Network”
section verify that the “ANN” is defined
with: “input of 13 variables,” “Hidden
Layers5 1 with 15 neurons,” and
“Output Layer of 1 variable,” and 1
output. Then click in the button “Next”

(Continued )



(Continued)

Slide Description Screen figure

12 In the MATLAB “Neural Fitting”
window screen: “Train Network”
In the “Train Network” section choose:
“Levenberg�Marquart,” this algorithm
is ideal for small input data, usually
require more memory but less time,
and the training stop automatically
when it is not improving based on an
increase in the “Mean Square Error
(MSE)” of the validation samples. Then
click in the “Train” button
Note: “Levenberg�Marquardt
backpropagation” is an optimization
method that update weight and bias



13 In the MATLAB “Neural Fitting”
window screen: “Neural Network
Training—Levenberg�Marquart”
Observe “Mean Square Error (MSE)”
for Training, Validation, and Testing,
check the “Progress” to obtain the
result: “Epoch,” “Time,”
“Performance,” “Gradient,” “Mu,” and
“Validation Checks.” In the “Plots”
section click “Performance” button and
observe the “Best Validation
Performance as 29.3007 at epoch 4.”
(Note: The values can be different,
depend on the initial random value).
Click the “Retrain” button for lower
MSE values”

(Continued )



(Continued)

Slide Description Screen figure

14 In the MATLAB “Neural Fitting”
window screen: “Neural Network
Training—Bayesian Regularization”
In the “Train Network” section choose:
“Bayesian Regularization,” this
algorithm takes more time, but usually
give better results for some dataset and
training stop when a minimum is
reached on “Regularization.” Check the
“Progress” section to obtain the result.
In the “Plots” section click
“Performance” button and observe
“Best Validation Performance as
29.3007 at epoch 4”



15 In the MATLAB “Neural Fitting”
window screen: “Neural Network
Training—Scaled Conjugate Gradient”
In the “Train Network” section choose:
“Scaled Conjugate Gradient,” this
algorithm takes less memory, more
time, usually is used in larger dataset
and training stop when a minimum is
reached on “Regularization.” Check the
“Progress” section to obtain the result,
in the “Plots” section click
“Performance” button and observe
“Best Validation Performance as
22.0267 at epoch 35.” Click “Next”
button

(Continued )



(Continued)

Slide Description Screen figure

16 In the MATLAB “Neural Fitting”
window screen: “Evaluate Network”
Feel free to reevaluate the network to
try to find better values with: “Train
Again,” “Adjust Network Size,” “Import
Larger Dataset,” “Optionally perform
additional test,” etc. Click the “Next”
button



17 In the MATLAB “Neural Fitting”
window screen: “Deploy Solution”
Select the option needed for your
“Deploy Solution”: In the section
“Application Deployment” click button
“MATLAB function,” in “Code
Generation” click button “MATLAB
Matrix-Only Function,” in “Simulink
Deployment” click “Simulink Diagram”
and in “Graphics” click button “Neural
Network Diagram.” Click “Next”
button

(Continued )



(Continued)

Slide Description Screen figure

18 In the MATLAB “Neural Fitting”
window screen: “Save Results”
In the section “Generate Scripts” click
the buttons: “Simple Script” and
“Advanced Script.” In the section “Save
Data to Workspace” click button “Save
Results.” Finally click on the button
“Finish,” and its confirmation dialog



19 In MATLAB workspace save the
functions and script generated by
“Neural Fitting”
Save the two functions generated by
MATLAB “Neural Fitting” as:
“myNeuralNetworkFunction.m” and
“myNeuralNetworkFunctionMatrix.m.”
Save also the two scripts as:
“myNeuralNetworkSimplyScript.m”
and
“myNeuralNetworkAdvancedScript.m”

(Continued )



(Continued)

Slide Description Screen figure

20 In MATLAB workspace testing with
new data the
“myNeuralNetworkFunctionMatrix
function” generated by “Neural Fitting”
To evaluate a new data as a matrix,
load the file “x1.csv,” show its contents
with the 13 attributes for the 2 new
records, call the function created by
“Neural Fitting” and obtain the results
for “Body Fat Percentage.” Where the
first record with “Body Fat percentage”
of 30.01% is in the “Body Fat Ranges”
of “obese,” and the second of 25.53%
is ranged between “Overfat” and
“Obese”



21 Closing MATLAB tools and Plots
generated by “Neural Network Fitting”
Close without saving the “Simulink
diagram for the ANN” and the
graphical ANN generated by the
“Neural Network-Fitting App”



Conclusions

Obtaining an AI model for FFNN fitting apps of a body

fat estimation dataset allow the prediction of the “body fat

percentage” and to classify into specific “body fat ranges.”

Recommendation
� A larger dataset will help to obtain with more precision

the “body fat percentage” to locate the “body fat ranges”

using the “AI FFNN Model.”

5.3.2 Research 52 Neural Network for

clustering based on “Self-Organizing MAP*
through a Shallow Neural Network” to analyze

Surface Electromyography signals

Note*: “Self-Organizing Map (SOM) are also known as

Korhonen Network (KN) to be studied in the section of

“Recurrent Neural Network section 6.2”.

5.3.2.1 Case for research

“Obtain an AI graphic representation model with

MATLAB Deep Learning Toolbox using a Neural

Network for clustering based on Self-Organizing MAP

(SOM) through a Shallow Neural Network to visually

analyze Surface Electromyography (sEMG) signals in dia-

betes type 2 patient.”

5.3.2.2 General objective

Apply “MATLAB Deep Learning Toolbox” to define,

build, train, and deploy a “Self-Organizing MAP as a

Shallow Neural Network” to visually analyze two conse-

cutive datasets of diabetic type 2 patients, from the right

limb soleus muscle obtained by sEMG signals on two

consecutive monthly visits*.”

Note*: This research shows how it is possible to

obtain a “visual correlation between two consecutive

monthly visits to obtain surface electromyography signals

from a diabetes type 2 patient.” Note: This is is an analy-

sis based on “basic visual feedback for the representation

of 2 on two consecutive monthly visits,” with a purpose to

introduce “self-organizing map (SOM)” that consists of a

competitive layer as opposed to “error-correction learn-

ing” (instead of the traditional backpropagation with gra-

dient descent) to classify a dataset of vectors with any

number of dimensions into as many classes as the layer

has neurons. The neurons are arranged in a two-

dimensional (2D) topology, which allows the layer to

form a representation of the distribution and a 2D approx-

imation of the topology of the dataset.

5.3.2.3 Specific objectives
� Load the “Visit_Measurements.csv” dataset that con-

tains two sEMG vectors, one for each visit. The nor-

malized SEMG signals were obtained from the right

limb soleus muscle during two consecutive monthly

visits. The input matrix will be data to be analyze by

the “Self-Organizing MAP through a Shallow Neural

Network.”
� Select the optimal number of “Self-Organizing Map

(SOM) layer” for the best performance in the “Neural

Network Clustering.”
� Train the “Self-Organizing MAP through a Shallow

Neural Network using a batch SOM algorithm” for the

“Neural Network Clustering.”
� Visualize the cluster behaviors using plots for:

x “SOM Topology” is defined as 103 10 for 100

neurons.

x “SOM Sample Hits” to find neuron locations, max-

imum number of hits associated with each neuron,

and their “cluster centers.”

x “SOM Input Planes” show the visualization for the

two vector inputs as “Weight Planes.”

x “SOM Neighbor Distance” shows with lines the

distance between neighboring neurons.
� Deploy the MATLAB “Neural Network Clustering”

“AI model as a MATLAB function and as a “Neural

Network Advanced Script.”
� Test the MATLAB “Neural Network Advanced

Script” model with a matrix based on two sEMG nor-

malized signals vectors inputs from two datasets of

“healthy patient right limb Soleus muscle” obtained in

two consecutive monthly visits.”

5.3.2.4 Background for “sEMG”

One of the most common biomedical signals is obtained

as an “Surface Electromyography (sEMG) signal”; this is

an external measure of the electrical currents generated

during skeletal muscles activity by its contraction,

representing neuromuscular activities. This instrument

produces a record of signal behaviors called an “electro-

myogram.” The nervous system controls the muscle activ-

ity under contraction and relaxation and is dependent on

the anatomical and physiological properties of the muscle,

the “sEMG measures the electrical potential generated

from some group muscle fibers or muscle cells producing

a characteristic biphasic waveform.” The “skeletal
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muscles” tissue is attached to the bone and its contraction

is responsible for supporting and moving the skeleton.

The contraction of the “skeletal muscle is initiated by

impulses from the neurons to the muscle and is usually

under voluntary control.” The skeletal muscle fibers have

many neurons called “motor neurons”; one motor neuron

usually supplies stimulation to many muscle fibers. In

addition, a group of motor units often works together to

coordinate the contraction of a single muscle [19].

5.3.2.5 Background for “Diabetes Mellitus”

“Diabetes Mellitus (DM)” is a disease that occurs when

blood glucose is too high. “Blood glucose” is the main

source of energy and comes from food. Insulin, a hor-

mone made by the pancreas, helps glucose from food get

into your cells to be used for energy. There are two main

types of diabetes: “type 1 DM” and “type 2 DM” [20]:

� “Type 1 DM” occurs because the insulin-producing

cells of the “pancreas (beta cells)” are damaged. In

“type 1 DM, the pancreas makes little or no insulin,”

so sugar cannot get into the body’s cells for use as

energy. “People with type 1 diabetes must use insulin

injections to control their blood glucose.”
� “Type 2 DM” occurs when the pancreas makes insulin,

but it either does not produce enough, or the insulin

does not work properly. Nine out of 10 people with

diabetes have type 2. This type occurs most often in

people who are over 40 years old but can occur even

in childhood if there are risk factors present. “Type 2

diabetes mellitus affects muscles, typically in the lower

extremities, by impairing blood flow at the macrovas-

cular and microvascular levels” [81] The “soleus mus-

cle” is the plantar flexor muscle of the ankle. It can

exert powerful forces onto the ankle joint. It is located

on the back of the lower leg and originates at the pos-

terior (rear) aspect of the fibular head and the medial

border of the tibial shaft. It is frequently affected in

patients with “type 2 DM” [29].

5.3.2.6 Dataset

The dataset “Visit_Measurements.csv” is based on nor-

malized sEMG signals from the right soleus muscles in

two consecutive monthly visits as a matrix of two vectors,

as indicated in Table 5.6.

5.3.2.7 Procedure

The steps to obtain an AI model “using MATLAB Deep

Learning Toolbox using a Neural Network for clustering

based on “Self-Organizing MAP through a Shallow Neural

Network” to visually analyze “Surface Electromyography

signals” are summarized in Table of slides 5.2, and each

step of the example is visually explained using screen

sequences with instructions in easy to follow screen figures.

TABLE 5.6 Dataset “Visit_Measurements.csv” fields and descriptions.

Field Description * 1000 instances of sEMG normalized values. Number of fields5 2

Visit1 Lectures values in 1 day first visit of a “type 2 DM” patient (normalized decimal)

Visit2 Lectures values in another day second visit of the same “type 2 DM” patient a month later (normalized decimal)

Note: This dataset is available in the companion directory of the book, in the following directory: “. . .\Exercises_book_ABME\CH5\MATLAB_CL
\Visit_Measurements.csv.
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Table of slides 5.2 Steps for MATLAB Deep Learning Toolbox using a Neural Network for clustering based on “Self-Organizing MAP through a Shallow Neural

Network” to analyze Surface Electromyography signals.

Slide Description Screen figure

1 Open your MATLAB software. Go
to the directory: “...
\Exercises_book_ABME\CH5
\MATLAB_CL". In the command
prompt enter the command for
Neural Network Starter.. nnstart
“MATLAB Deep Learning Toolbox”
includes a “Neural Network GUI—
nnstart” that opens a window with
launch buttons for “Neural Network
Fitting,” “Pattern Recognition,”
“Clustering,” and “Time series
tools.” Click the button: “Pattern
Recognition App (nprtool)”



2 In the MATLAB “Neural Network
Clustering” window screen
“Neural Network Clustering” is used
when there is a need to group a
“dataset of numeric inputs” by
similarity using a “Self-Organizing
Map” algorithm, that consists of a
competitive layer that can classify
vectors of any number of
dimensions into as many classes at
the layers has neurons, then it can
represent the distribution using a
2D approximation. Click the button
“Next”

(Continued )



(Continued)

Slide Description Screen figure

3 In the MATLAB “Neural Network
Clustering” window screen: “Select
input Data”
Select “Comma” as the column
separator, verify that the “Number
of test header line is 1,” and click
on the “Next” button



4 In the MATLAB “Neural Networking
Clustering” window screen: “Select
Data. Inputs. Import Wizard”
Select “Comma” as the column
separator, verify that the “Number
of test header line is 1,” and click
on the “Next” button

(Continued )



(Continued)

Slide Description Screen figure

5 In the MATLAB “Neural Network
Clustering” window screen: “Select
Data. Inputs. Import Wizard”
In the section “Select variable to
import using checkboxes” activate
“Create variables matching
preview,” verify the creation of the
three variables and click the
“Finish” button



6 In the MATLAB “Neural Network
Clustering” window screen: “Select
Data”
In the “Summary” section verify that
the “input data is 100032 matrix,”
specify the target as “Matrix rows,”
and click in the button “Next”

(Continued )



(Continued)

Slide Description Screen figure

7 In the MATLAB “Neural Network
Clustering” window screen:
“Network Architecture”
Define a “Self-Organizing Map
(SOM)” with Input of two variables,
a “SOM of 100 neurons in two-
dimension matrix form of 103 10”
and “Output with 100 variables or
classes.” Then click in the “Next”
button



8 In the MATLAB “Neural Network
Clustering” window screen: “Train
Network”
In the “Train Network” the “SOM
algorithm” is used, the training stops
automatically stop when the full
number of epochs have occurred,
by default they are 200. Click on
the buttons: “SOM Topology” and
“SOM Sample Hits”

(Continued )



(Continued)

Slide Description Screen figure

9 In the MATLAB “Neural Clustering”
window screen: “Neural Network
Training “SOM Sample Hits” and
“Plot SOM Weight Planes”
The “SOM Topology” shows its
default hexagonal topology 103 10
for the 100 neurons. The “SOM
Sample Hits,” showing the 100
neurons locations and indicates
their “clusters centers.” Where the
“maximum numbers of hits
associated with any neurons is 32
input vectors in that cluster



10 In the MATLAB “Neural Clustering”
window screen: “Neural Network
Training,” Plot “SOM Input Planes”
and “SOM ND”
Click on the buttons: “SOM
Neighbor Distance” and “SOM
Input Planes” then, click the “Next
Button”

(Continued )



(Continued)

Slide Description Screen figure

11 In the MATLAB “Neural Pattern
Recognition” window screen:
“Network Architecture”
In “Plot SOM Input Planes” shows
the visualization of the 2 inputs
vector as “Weight Planes,” where
darker colors represent larger
weights, for this dataset there is not
correlations between the two
variables. In the plot “SOM
Neighbor Distances,” the red lines
show the distances between them
and the connected neighboring
neurons, the darker colors represent
larger distances and the lighter
colors smaller distances



12 In the MATLAB “Neural Network
Clustering” window screen:
“Evaluate Network”
Feel free to reevaluate the network
to try to find better values with:
“Train Again,” “Adjust Network
Size,” “Import Larger Dataset,”
“Optionally perform additional
test,” etc. Then, click the “Next”
button

(Continued )



(Continued)

Slide Description Screen figure

13 In the MATLAB “Neural Network
Clustering” window screen:
“Deploy Solution”
Select the option needed for your
“Deploy Solution”: In the section
“Application Deployment” click
button “MATLAB function”, In
“Code Generation” click button
“MATLAB Matrix-Only Function”, in
“Simulink Deployment” click
“Simulink Diagram” and in
“Graphics” click button “Neural
Network Diagram”. Click “Next”
Button.



14 In the MATLAB “Neural Network
Clustering” window screen: “Save
Results”
In the section “Generate Scripts”
click the buttons: “Simple Script”
and “Advanced Script”. In the
section “Save Data to Workspace”
click button “Save Results”. Finally
click on the “Finish” button, and its
confirmation dialog

(Continued )



(Continued)

Slide Description Screen figure

15 In MATLAB workspace save the
functions and script generated by
“Neural Network Clustering”
Save the two functions generated by
MATLAB “Neural Network
Clustering” as:
“myNeuralNetworkFunction.m” and
“myNeuralNetworkFunctionMatrix.
m”. Save also the two scripts as:
“myNeuralNetworkSimplyScript.m”
and
“myNeuralNetworkAdvancedScript.
m”. Note: They can be useful later
for other projects



16 Closing MATLAB tools and Plots
generated by “Neural Network
Clustering” application
Close without saving the “Simulink
diagram for the ANN” and the “Self-
Organizing Map generated” and the
“Neural Network—Neural
Clustering App”

(Continued )



(Continued)

Slide Description Screen figure

17 In MATLAB workspace testing new
data in “myNeuralNetwork
AdvancedScript” generated for
the“Neural Pattern Clustering”
To evaluate a new data as a matrix,
load the file “X1.csv,” make the
variable “data_15 x1,” and run the
“advance script” as shown. The
“Neural Network Training screen”
will train the new data, after 200
iterations it stop the training. Click
on “SOM Neighbor Distances”
button and in the “SOM Weight
Position.” The results show that
there are “positive correlations
between the two signals.” Finally,
close all



Conclusions

“An AI model MATLAB Deep Learning Toolbox was

obtained using a Neural Network for clustering based on

Self-Organizing MAP through a Shallow Neural Network,

with the purpose of visually analyzing a dataset,” that con-

tains a matrix based on two vector normalized sEMG sig-

nals from “type 2 DM patients’ right limb soleus muscle” in

two consecutive monthly visits. “No correlation between

the two signals were found, indicating an advance on the

Soleus muscle affectation response by the type 2 DM.”

Finally, using the “Neural Network Advanced MATLAB

Script” generated for the “Neural Pattern Clustering” a

matrix based on two vector inputs from two consecutive

datasets of “healthy patient right limb soleus muscle”

obtained by “sEMG signals” on two consecutive monthly

visits shows a positive correlations between them, indicat-

ing no significative changes to the behavior of the healthy

“soleus muscle.”

Recommendation

This kind of “Self-Organizing MAP, also known as

Korhonen Network (KN), through a Shallow Neural

Network” can be applied to visually analyze biomedical

signals from different bioinstruments.

5.3.3 Research 5.3 Neural Network for Dynamic

Time series based on a “NARX is a nonlinear

autoregressive exogenous model” to analyze

vertical Ground Reaction Forces signals

5.3.3.1 Case for research

Obtain an AI graphic representation model using

MATLAB Deep Learning Toolbox using a Neural

Network for Dynamic Time Series based on a “nonlinear

autoregressive network with exogenous inputs (NARX)

model” to visually analyze the difference between “nor-

malized average vGRF” signals.

5.3.3.2 General objective

Apply “MATLAB Deep Learning Toolbox” to define,

build, train, and deploy a “Nonlinear autoregressive with

External (Exogenous) Input (NARX)” to visually analyze

and differentiate between two normalized average vGRF

signals from the right limb during “brisk walking”: one of

“healthy people” used as a reference versus “unhealthy

patients.”

5.3.3.3 Specific objectives
� Load as an input to the “NARX” the “vGRF_right_

strides_patients.csv” dataset file that contains one

vector of the “normalized average vGRF” obtained

from the right limb during 3 minutes of “brisk walk-

ing” of an “unhealthy patient.”

x Note: “brisk walking” is means the walking faster

than you would normally, typically it is around

100 steps per minutes.“Brisk walking” is consid-

ered a moderate intensity walking.
� Load as a target to the “NARX” the “vGRF_right_

strides_ref.csv” dataset file that contains one vector of

the “normalized average vGRF” obtained from the

right limb during 3 minutes of “brisk walking” of 10

“healthy people.”
� Randomly divide the datasets in optimal percentages

numbers in parts for: “Training,” “Validation,” and

“Testing” of the “NARX.”
� Select the optimal number of “Hidden Neurons layer”

and number of delays for the best performance in the

“NARX.”
� Train the dataset using a “Bayes Regularization algo-

rithm” for the “NARX.”
� Visualize the “NARX” behaviors using plots for:

x “Output element for the time-series for the “healthy

people” used as a reference versus “unhealthy

patient.”

x “Error histogram” obtain from “time-series

response between the two signals: reference versus

unhealthy patient.”

x “Error Input-Error Cross-correlation” that indi-

cates the differences between the

“Target�Output.”

x “Error Input-Error Cross-correlation” that indi-

cates the differences between the

“Target�Output.”
� Deploy the MATLAB “Neural Network Time series”

AI model as a MATLAB function and as a “Neural

Network Advanced Script.”
� Compare the results obtain using the “NARX” versus

“a normal time plot” and make observations in the “AI

NARX Model” obtained.

5.3.3.4 Background for “vertical Ground
Reaction Forces”

In “Biomechanics,” the “Ground Reaction Force (GRF)”

is the force exerted by the ground on a body in contact

with it. For example, a person standing motionless on the

ground exerts a contact force on it that is equal to the per-

son’s weight, and at the same time an equal and opposite

force is exerted by the ground on the person. We can

measure the forces involved in the stance phase of the

human gait; this is called “kinetics,” which is the study

of movement and the forces involved in producing it.
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The force measured takes advantage of “Newton’s third

law of motion: for every action, there is an equal and

opposite reaction.” When we step on the ground, we pro-

duce a vector of force that is generally downward and

backward. The ground produces a force that is generally

upward, lateral, and forward, and it is the Ground

Reaction Force (GRF) that is measured by a “force

plate.” The GRF coincides with the notion of a normal

force; this means the perpendicular component to the sur-

face. In a more general case, the “GRF” will also have

components in parallel to the ground, this is case while

the person is walking making motions that require the

frictional forces with the ground. The resulting force has

three component dimensions (3D): “vertical Ground

Reaction forces (vGRF),” “medial-lateral Ground

Reaction forces (mlGRF),” and “anterior-posterior

Ground Reaction forces (apGRF)” [19].

“Pathologic human gaits attributed to neurological

conditions with their related diseases and movement disor-

ders” and other illness can be detected with a synchronized

set of “bioinstruments” to evaluate the body signals, such

as the “vertical Ground reaction Forces (vGRF)” and

other signals obtained from the human body, as explained

in my previous book: “Applied Biomechatronics Using

Mathematical Models” [30].

5.3.3.5 Dataset

The dataset “vGRF_right_strides_patient.csv” contains

“normalized average vGRF” values obtained from the

right limb during 3 minutes of “brisk walking” of an

“unhealthy patient,” as shown in Table 5.7, and the data-

set “vGRF_right_strides_ref.csv” contains “normalized

average vGRF” values obtained from the right limb dur-

ing 3 minutes of “brisk walking” of an “healthy patiens.”

They are used as a reference to compare all patients as

indicated in Table 5.8.

5.3.3.6 Procedure

The steps to obtain an AI model “using a Neural Network

for Dynamic Time series based on a Recurrent Neural

Network-Nonlinear Autoregressive to analyze vertical

Ground Reaction Forces signals” “are summarized in

Table of slides 5.3, and each step of the example is visu-

ally explained using screen sequences with instructions in

easy to follow screen figures.

TABLE 5.8 Dataset “vGRF_right_strides_ref.csv” fields and descriptions.

Field Description *111 instances. Number of fields5 1

vGRFr_ref Average of Vertical Ground Reaction Forces of right limb of healthy people with normal gaits

Note: This dataset is available in the companion directory of the book, in the following directory: “. . .\Exercises_book_ABME\CH5\ MATLAB_DTS
\vGRF_right_strides_ref.csv.”

TABLE 5.7 Dataset “vGRF_right_strides_patients.csv” fields and descriptions.

Field Description * 111 instances. Number of fields5 1

vGRFr Average of Vertical Ground Reaction Forces of right limb

Note: This dataset is available in the companion directory of the book, in the following directory: “. . .\Exercises_book_ABME\CH5\MATLAB_DTS\
vGRF_right_strides_patient.csv.”
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Table of slides 5.3 Steps for MATLAB Deep Learning Toolbox using a Neural Network for Dynamic Time series based on an “NARX model” to analyze vertical Ground

Reaction Forces signals.

Slide Description Screen figure

1 Open your MATLAB software. Go to
the directory: “...
\Exercises_book_ABME\CH5\
MATLAB_DTS”
In the command prompt enter the
command for Neural Network
Starter: nnstart, “MATLAB Deep
Learning Toolbox” includes a “Neural
Network GUI—nnstart” that opens a
window with launch buttons for
“Neural Network Fitting,” “Pattern
Recognition,” “Clustering,” and “Time
series tools.” Click the button:
“Dynamic Time Series (ntstool)”

(Continued )



(Continued)

Slide Description Screen figure

2 In the MATLAB “Neural Network
Time Series app” window screen
“Neural Network Time Series” is a
tool that can be used as a filter values
or predict futures values in time
series based in past values. This app
allows to resolve three dynamic time
series problems: “Nonlinear
Autoregressive with External Inputs
(NARX),” “Nonlinear Autoregressive
(NAR)” and “Nonlineal Input-
Output.” Select the first option
“NARX,” then click the button “Next”



3 In the MATLAB “Neural Network
Time Series app” window screen:
“Select input Data”
Select the button for select the “input
dataset ...,” select the file “...
\Exercises_book_ABME\CH5
\MATLAB_DTS
\vGRF_right_strides_patient.csv,” and
click the button “Next”

(Continued )



(Continued)

Slide Description Screen figure

4 In the MATLAB “Neural Network
Time Series app” window screen:
“Select Data. Inputs. Import
Wizard”
Select “Comma” as the column
separator, verify that the “Number of
test header line is 1,” and click on the
“Next” button



5 In the MATLAB “Neural Network
Time Series app” window screen:
“Select Data. Inputs. Import
Wizard”
In the section “Select variable to
import using checkboxes” activate
“Create variables matching preview,”
verify the creation of the three
variables and click the “Finish”
button

(Continued )



(Continued)

Slide Description Screen figure

6 In the MATLAB “Neural Network
Time Series app” window screen:
“Select Data.Target. Import
Wizard”
Select the button for select the “input
dataset ...,” select the file “...
\Exercises_book_ABME\CH5
\MATLAB_DTS
\vGRF_right_strides_ref.csv,” and
click the button “Open”



7 In the MATLAB “Neural Network
Time Series app” window screen:
“Select Data.Target. Import
Wizard”
Select “Other” as the column
separator, verify that the “Number of
test header line is 1,” and click on the
“Next” button

(Continued )



(Continued)

Slide Description Screen figure

8 In the MATLAB “Neural Network
Time Series app” window screen:
“Select Data. Inputs. Import
Wizard”
In the section “Select variable to
import using checkboxes” activate
“Create variables matching preview,”
verify the creation of the three
variables and click the “Finish”
button



9 In the MATLAB “Neural Network
Time Series app” window screen:
“Select Data. Inputs. Import
Wizard”
In the section “Select data” verify that
the input and out dataset are
specified, activate “Time steps” as
“Matrix rows,” at the section
“Summary” verify the input and
outputs are 111-time steps3 1
element. Finally, click the “Next”
button

(Continued )



(Continued)

Slide Description Screen figure

10 In the MATLAB “Neural Network
Time Series app” window screen:
“Validation and test data”
In the section “Select Percentages”
verify that: “Training570%,”
“Validation5 15%,” and
“Testing5 15%,” then click in the
button “Next”



11 In the MATLAB “Neural Network
Time Series app” window screen:
“Network Architecture”
In the “Architecture Choices” the
neural network is already defined as
“nonlinear autoregressive network
with exogenous inputs (NRAX),” for
the “number of Hidden Neurons
specify 15,” in the “Number of delays
“‘d”’ specify 3.” Note: These
numbers could be adjusted later to
improve ANN-NARX performance.
Then click in the button “Next”

(Continued )



(Continued)

Slide Description Screen figure

12 In the MATLAB “Neural Network
Time Series app” window screen:
“Train Network”
In the “Train Network” section
choose: “Bayesian Regularization,”
this algorithm takes more time, but
usually give better results for some
dataset and training stop when a
minimum is reached on
“Regularization (R) or Means
Squared Error (MSE).” Click on
“Train/Retrain” button until obtain
lowers values of “R” and “MSE.”
Check the “Progress” section to
observe the result, then in the “Plots”
section click “Performance” button
and observe “Best Validation
Performance as 2.9933e210 at epoch
1000”



13 In the MATLAB “Neural Network
Time Series app” window screen:
“Neural Network Training”
Click on the button: “Time-Series
Response” to see the left plot of
“Output and Target versus Time” and
the “Error versus Time,” that indicates
the behavior of: “Training Targets/
Outputs”, “Test Targets/Outputs,”
“Errors and response,” and click the
button “Error Histogram.” Click the
button “Error Histogram” to see the
right plot for “Error Histogram with
20 Bins,” where indicates that the
training and test error are small

(Continued )



(Continued)

Slide Description Screen figure

14 In the MATLAB “Neural Network
Time Series app” window screen:
“Neural Network Training”
Click on the button: “Error
Autocorrelation” to see the left plot of
“Autocorrelation of error 1,” and
click the button “Error Input-Error
Cross-correlation” that indicates the
differences between the “Target and
Output,” showing lower values in the
output obtained from the time series
vector of the
“vGRF_right_strides_patients.csv”
with respect to the time series
reference vector of the
“vGRF_right_strides_ref.csv”



15 In the MATLAB “Neural Network
Time Series app” window screen:
“Evaluate Network”
Click in the “Train network” the
“Next” button. Feel free to reevaluate
the network to try to find better
values with: “Train Again,” “Adjust
Network Size,” “Import Larger
Dataset,” “Optionally perform
additional tests,” etc. Then, click the
“Next button”

(Continued )



(Continued)

Slide Description Screen figure

16 In the MATLAB “Neural Network
Time Series app” window screen:
“Deploy Solution”
Select the option needed for your
“Deploy Solution”: In the section
“Application Deployment” click
button “MATLAB function,” In “Code
Generation” click button “MATLAB
Matrix-Only Function,” in “Simulink
Deployment” click “Simulink
Diagram” and in “Graphics” click
button “Neural Network Diagram.”
Click “Next” button



17 In the MATLAB “Neural Network
Time Series app” window screen:
“Save Results”
In the section “Generate Scripts”
click the buttons: “Simple Script” and
“Advanced Script.” In the section
“Save Data to Workspace” click
button “Save Results.” Finally click
on the button “Finish,” and its
confirmation dialog

(Continued )



(Continued)

Slide Description Screen figure

18 In MATLAB workspace save the
functions and script generated by
“Neural Network Time Series app”
Save the two functions generated by
MATLAB “Neural Fitting” as:
“myNeuralNetworkFunction.m” and
“myNeuralNetworkFunctionMatrix.
m.” Save also the two scripts as:
“myNeuralNetworkSimplyScript.m”
and
“myNeuralNetworkAdvancedScript.
m.” Note: They can be useful for
others projects



19 Closing MATLAB tools and Plots
generated by “Neural Network Time
Series app”
Close without saving the “Simulink
diagram for the ANN,” the “NARX
Neural Network Map generated” and
the “Neural Network—Neural
Clustering App”

(Continued )



(Continued)

Slide Description Screen figure

20 In MATLAB workspace generate a
plot of the two dataset to compare
the results obtained by “Time Series
App”
Load the MATLAB script
“Plot_Averages_right_strides.m,” run
the script that generate the two plot
to observe the difference between
them as were detected by the “NARX
Neural Network Time Series app” as
indicated in slide 14: the left plot of
“Autocorrelation of error 1,” and
“Error Input-Error Cross-correlation”
that indicates the differences between
the “Target�Output.” Finally, close
all files and plots



Conclusions

An AI model from “MATLAB Deep Learning Toolbox”

was obtained by defining, building, training, and deploying a

“NARX” to analyze and differentiate between “two normal-

ized average vGRF signals” form the right limb during “brisk

walking”: one of “healthy people” used as a reference versus

“unhealthy patients.” Plots were obtained showing the

“Time-Series Response” as a plot of “Output and Target ver-

sus Time,” “Error Histogram,” “Error Autocorrelation,” and

the “Error Input-Error Cross-correlation” that indicates the dif-

ferences between the “Target and Output,” showing lower

values in the output obtained from the time series vector of

the “vGRF_right_strides_patients.csv” with respect to the time

series reference vector of the “vGRF_right_strides_ref.csv.”

Finally, a results comparison between the AI model from

“Recurrent Neural Network (RNN)-NARX” versus “a normal

time plot” shows the AI model “NARX precisely detects the

differences between the two vGRF” datasets.

Recommendation

This kind of AI NARX model can be applied to analyze

comparison between biomedical signals from different

bioinstruments and other applications involved with vari-

ables through time.

“Shallow Neural Networks” have many applications in

biomedical engineering, such as automating detection and

localization of myocardial infarction using shallow and end-

to-end deep neural networks [31], in the domain of reservoir

characterization [32], point cloud occlusion recovery with

shallow feed forward neural networks [33], and many others.

5.4 Backpropagation neural networks
types

“Backpropagation neural networks” imply that the signal

propagates from the input data forward through its para-

meters toward the decision, and then propagates informa-

tion about the error in reverse, In this way it can adjust the

parameter until finding the smallest error. Some frequently

used examples of Backpropagation neural networks are

shown in Fig. 1.9: Auto Encoder (AE), Variational Auto

Encoder (VAE), Denoising Auto Encoder (DAE), Sparse

Auto Encoder (SAE), Deep Convolution Network (DCN) or

ConvNet (CNN), Deconvolutional Network (DN), Deep

Convolutional Inverse Graphics Network (DCIGN),

Generative Adversarial Network (GAN), Deep Residual

Network (DRN) or Deep ResNet, and others.

The idea of backpropagation is the improving of

the AI model by recalibrating the weights going back

from the output to the hidden layers of the “ANN.” For

each training iteration, the algorithm will compute this

error and will recalibrate its parameter, so that during

the next iteration the error will be reduced, thus that the

output will get closer and closer to the real target.

The most frequently used backpropagation algorithms

are “Levenberg�Marquardt backpropagation,” “Bayesian

regularization backpropagation,” and “Gradient

descendent”:

� “Levenberg�Marquardt backpropagation” uses the

“Levenberg�Marquardt optimization” which is the

most widely optimization algorithm applied to solve

nonlinear least squares problems. It finds the minimum

value especially in least squares curve, represented

by the following equation: f xð Þ5 1
2

Pm
j51 r

2
j xð Þ.

“Levenberg�Marquardt optimization” is a blend of

“gradient descent” and “Gauss�Newton iteration”

solving the equation: minf xk 1 ~ kp
k

� �
’αk . 0 [34].

In many cases it is fast and finds a solution even if it

starts extremely far from the final minimum fitting,

finding a local minimum which is not necessarily the

global minimum.
� “Bayesian regularization backpropagation”

updates the weight and bias values according to

“Levenberg�Marquardt optimization.” It minimizes a

combination of squared errors and weights, and then

determines the correct combination to produce a net-

work that generalizes well. Backpropagation is used to

calculate the “Jacobian jX” where the “Jacobian

matrix” is the matrix of all first-order partial deriva-

tives of net performance with respect to the weight

and bias variable “X.” Using the following equation:

jj5 jX � jXje5 JX � EdX52 jj1 I � muð Þje [35].

This algorithm typically requires more time, but can

result in good generalization for difficult, small, or

noisy datasets. Training stops according to adaptive

weight minimization (regularization).
� “Gradient Descendent*” [36] has the goal of

reduced the error toward zero, evaluating the “loss

function” versus “neuron (nodes) weight” until find-

ing the minimum value (ideally zero) before increas-

ing again. Then the new weights are calculated

using the following equation: w
0
i 5wi 2

δL
δwi
. This

equation will change the next weight w
0
i

� �
to the first

derivate of the loss (“L”) with respect to the actual

weight (wi).

“Gradient descent” and the “conjugate gradient method”

are both algorithms for minimizing nonlinear functions, that

is, functions like the “Rosenbrock function” as a nonconvex

function or a “multivariate quadratic function” when there

are more than one independent variables with quadratic

relationship with the dependent variable.

5.4.1 Auto Encoder

An “Autoencoder Neural Network (AE)” is an unsuper-

vised learning (feature learning) that has “Encoders” and
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“Decoders”; they are “feed forward NN” but apply “back-

propagation algorithms.” They are studied in this section

for setting the target values to be equal to the inputs, that

is, it uses “y(i)5 x(i).” “Auto Encoder (AE)” is basically

an unsupervised artificial neural network that learns how

to efficiently compress and encode data from images, and

how to reconstruct the data back from the reduced

encoded representation to a representation that is as close

to the original input as possible.

Then as a general view, an “Autoencoder NN” is com-

posed of an “encoder” and a “decoder.” The “encoder”

and “decoder” can have multiple layers, but for simplicity

consider that each of them has only one layer.

“Autoencoders” can be used as tools to learn “deep neural

networks.” Training an “autoencoder” is unsupervised in

the sense that no labeled data is needed. The training pro-

cess is still based on the optimization of a cost function.

The cost function measures the error between the input “x”

and its reconstruction at the output “y5 x̂”. “Autoencoder,”

by design, reduces data dimensions by learning how to

ignore the noise in data and images [37]. AE consists of

four main parts, as shown in Fig. 5.11A: “Encoder,”

“Bottleneck,” “Decoder,” and “Reconstruction loss””:

� “Encoder” is where the model learns to reduce input

dimensions and compress input data using activation func-

tion as “identity” or “sigmoid,” as indicated in Fig. 5.11B.

� “Bottleneck” is a layer that contains the compressed

representation of the input data of images.

� “Decoder” is where the model learns to reconstruct

data from the encoded representation.

� “Reconstruction loss” is a method that measures the

“decoder values” and outputs them to the original data

using the equation “E5 Loss function during the train-

ing” shown in Fig. 5.11C.

Example 5.6: Example of Auto Encoder Neural Network

to reconstruct chest X-rays.

Problem to resolve
There is a need to have an AI model that can compress

and reconstruct “normal chest X-rays” and “nonnormal

chest X-rays affected by Coronavirus (COVID-19) pneu-

monia” to begin “research to analyze the chest X-ray

images by AI models.”

Proposed solution for reconstruct X-rays images

using “Auto Encoders (AE)”

An “Auto Encoder (AE) to reconstruct X-Ray images” is

proposed with a MATLAB script [38]. Open the MATLAB

program and go to the book data companion directory:

“...\Exercises_book_ABME\CH5\MATLAB_AE” and

open the script “AE.m.” This script is divided into four

steps as shown in Fig. 5.12A). These steps are:

� Step 1) “Read, prepare, and train X-ray images.” The

subdirectory “Train” has “two X-ray images from nor-

mal chests.” They are read and images are loaded as

13 2 cells, where each one is a “m by n by 3 matrix”.

Each is then converted to “black and white” to a

“m by n logical matrix”, and finally to a “m by n dou-

ble matrix”, the original images and the same images

converted to “black and white” are shown in the mid-

dle of Fig. 5.12 in the step 1) section. The resulting

FIGURE 5.11 Auto Encoder (AE) Neural Network: (A) AE NN diagram, (B) AE NN activation functions, and (C) AE NN equations.
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cells are assigned to the “XTrain” variable to be used

for the training.
� Step 2) “Train the images and obtain AE NN model.” An

“AE NN” is defined with 25 hidden neurons for

“Encoder,” that generate 65536 neurons for the “Decoder”

based in the image size of 2563 256 pixels. Note: The

“m by n by 3 matrix” can also be trained but it will require

2563 2563 35 196,608 neurons in the “Decoder,”

besides the training takes approx. three times or more lon-

ger in terms of processing time. The “Performance” is

shown to be verified if 250 epochs are enough to lower

the error, as shown at top right side of Fig. 5.12.
� Step 3) “Read and prepare test X-ray images.” The

subdirectory “Test” has two X-ray images: one “nor-

mal chest X-rays” and another “nonnormal chest X-ray

affected by Coronavirus (COVID-19) pneumonia.”

The images are read and are loaded as a 13 2 cell,

where each one is a “m by n by 3 matrix”, which is

then is converted to “black and white,” as shown in

the bottom middle section in Fig. 5.12. The images are

converted into a “m by n logical matrix”, and finally

to a “m by n double matrix”. The resulting cells are

assigned to the “XTest” variable.
� Step 4) “Reconstruct test images data using the trained

autoencoder.” The “XTest” variable is used in the

reconstruction through the prediction model stored in

the variable “autoenc.” And the final reconstructions

are shown in the right bottom of Fig. 5.12.

Conclusions

The basic AE model obtained in this example shows that

is possible to compress and reconstruct “normal chest X-

rays” and “nonnormal chest X-rays affected by Coronavirus

(COVID-19) pneumonia X-rays” in order to begin “research

to analyze the chest X-ray images by AI models.”

“AE” has helped to resolve many problems in biomedi-

cal engineering such as multikernel fuzzy clustering based

on an auto-encoder for fMRI functional network (fMRI brain

networks images) [39], predicting drug�drug interactions

using multimodal deep auto-encoders-based network

embedding and positive-unlabeled learning [40], cross-

modal guidance-based auto-encoder for multivideo summa-

rization [41], and many others.

5.4.2 Variational Auto Encoder

“Variational Auto Encoders (VAE)” are powerful genera-

tive models that have many different applications, such as

generating fake human faces, fake biomedical images to be

used in research and comparative methods, and many

others. In the standard “AE,” the input is connected to a

“encoder,” then data is “compressed” and finally it is con-

nected to a “decoder.” Its objective is to replicate the same

image from the input in the output. In “generative AI mod-

els,” the objective is generating variations in the output

FIGURE 5.12 Example using “Auto Encoder NN for reconstruct X-ray images”: a) AE MATLAB script, and steps 1) to 4) results.
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from an input image. We can define an “Encoder” and

“Decoder” as a two-neural network, where the “encoder”

has an input of xn data points and its output has a hidden

representation of zh;v, where “h5 number of horizontal pix-

els” and “v5 number of vertical pixels” composed of its

“weights wi,j” and its “bias [”. In the example of

Fig. 5.12, the last section the X-ray images had 2563 256

pixels of resolution, so each image is encoded to 65,536 in

the representation of zh;v. Then, the “encoder” must learn

to handle the data of this “bottleneck” represented as

E[ zh;vjxn
� �

that represents a “Gaussian Probability

Density” as shown in the inferior part of the Fig. 5.13A. In

the “VAE” samples from this distribution can be altered for

the representation of “zh,v” to “z
g
h;v”. And the “decoder” as

another neural network has input data points and its outputs

are the parameters of the probability function with their

“weights” and “bias” that can be presented as p[ ynjzgh;v

 �

.

where the probability distribution for each hidden neuron

that represent a pixel can be represented using a “Bernoulli

distribution” that can be “0” or “1.”

The Loss function of the “VAE” is the “mean squared error”

as a negative log-likelihood plus a “regularizer” indicated

as “L2};plus Sparisty}S”.
“VAEs” help to resolve problems in biomedical engi-

neering such as variational graph auto-encoders for

(Continued )

(Continued)

miRNA-disease association prediction [42], matrix-variate

variational auto-encoder with applications to image process

[43], multitask learning using variational auto-encoder for

sentiment classification [44], and many others.

5.4.3 Denoising Auto Encoder

“Denoising Auto Encoder (DAE)” solves the problem

known as “Identify Function*” by corrupting the data on

purpose by randomly turning some of the input values to

zero. In general, the percentage of input nodes which are

being set to zero is about 50%. When calculating the

“Loss function” the more important thing is to compare

the output values with the original input values, not with

the corrupted input. This way, the risk of learning the

identity function instead of extracting features is elimi-

nated [45].

In the example shown in Fig. 5.13B, the “DAE”

inputs: x2, x4, and x7 are altered (corrupted) to “0,” then

the risk of learning with the “identity function” is

avoided.

Note*: Identify Function or “Null Function” is present

in neural network when there are more nodes in the hid-

den layer than there are in the inputs, and it could skip

learning this important function.

FIGURE 5.13 Other Auto Encoders (AE) Neural Network: (A) Variational Auto Encoder (VAE), (B) Denoising Auto Encoder (DAE), and

(C) Sparse Auto Encoder (SAE).
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“DAEs” can be used in numerous problems of biomedical

engineering such as novel performance prediction model of

a biofilm system treating domestic wastewater based on

stacked denoising auto-encoders deep learning network

[46], ECG signal enhancement based on improved denoising

auto-encoder [47], convolutional auto-encoder for image

denoising of ultralow-dose CT [48], and many others.

5.4.4 Sparse Auto Encoder and stacked auto

encoders

“Sparse Auto Encoder (SAE)” consists of a single hidden

layer, which is connected to the input vector by a weight

matrix forming the encoding step. The hidden layer then

outputs to a reconstruction vector, using a tied weight

matrix to form the decoder [49]. “Stacked Auto Encoders”

is a neural network consisting of several layers of sparse

autoencoders where the output of each hidden layer is con-

nected to the input of the successive hidden layer [50]. A

“stacked autoencoder” is a neural network consisting of

several layers of “sparse autoencoders” where the output

of each hidden layer is connected to the input of the suc-

cessive hidden layer, as shown in Fig. 5.13C, where are

four “sparse autoencoders” to improve accuracy in deep

learning with noisy autoencoders embedded in the layers.

“Stacked autoencoders” are used for the diagnosis of breast

cancer with stacked autoencoder and Subspace kNN [51],

text feature extraction based on stacked variational autoen-

coder [52], classification and diagnosis of cervical cancer

with stacked autoencoder and softmax classification [53],

and many more Biomedical Engineering solutions.

5.4.4.1 Research 5.4* Backpropagation Neural
Network for Patterns Recognition and
classification of “Breast Cancer”

Note*: This research uses a “Shallow neural network” to

explain concepts that are necessary to understand for the

next study in Research 5.5, Deep Learning using a

“Pretrained Deep Convolutional Neural Network to obtain

an AI model to classify Mammograms standard views types.”

5.4.4.1.1 Case for research

“Apply MATLAB Deep Learning Toolbox” using a

Backpropagation Neural Network for Pattern Recognition

and classification to obtain an AI model for breast cancer.”

5.4.4.1.2 General objective

Apply “MATLAB Deep Learning Toolbox” to define, build,

train, and deploy a “Backpropagation Neural Network” for

“Patterns Recognition and classification” to obtain an “AI

model for breast tumors,” used for medical diagnostic based

on nine input variables of physical tumor dimensions.

5.4.4.1.3 Specific objectives

� Load the “Cancer.csv” dataset for input of the “back-

propagation ANN,” and its “Cancer_target.csv” file as

the data to be used to obtain the AI model.
� Define validation and testing dividing the samples ran-

domly as: “70% for training,” “15% for validation,”

and “15% for testing.”
� Select the optimal number of “Hidden layers” for the

best “Patterns Recognition and classification.”
� Train the “backpropagation ANN” applying the

“Conjugate Gradient BackPropagation” algorithm for

the “Patterns Recognition and classification.”
� Learn the best parameters criteria to detect the best

performance model based on: “Confusion matrix” and

“ROC” plot.
� Deploy the MATLAB “Patterns Recognition and clas-

sification” AI model.
� Test the MATLAB “Patterns Recognition and classifi-

cation” model as a function matrix based on nine input

tumor measurement variables for classifying the

“breast tumor” as: “Benign cancer” or “Malignant

cancer” using probability scores.

5.4.4.1.4 Background for “Breast cancer”

Breast tumors are defined as a “mass of abnormal tissue.”

There are two types of “breast cancer tumors”: “benign

cancer” and “malignant cancer” [54]:

� “Benign cancer” is nonaggressive tumors that do not

affect surrounding tissues; occasionally they may con-

tinue to grow, pressing on organs and causing pain or

other kind of problems; they usually are removed.
� “Malignant cancer” is aggressive cancerous tumors,

that invade and damage surrounding tissues. They are

usually analyzed by performing a biopsy to determine

the severity of the tumor. The malignant cancer tumor

spreads to others parts of the body, usually through the

lymph system, and forms secondary tumors.

There are two frequently used ways to classify “breast

cancer tumors”: “breast tumor grading” and “breast

tumor stage” [55]:

� “Breast tumor grading” is made when the tumor is

removed from the breast, and three cancer cell features

are studied and each is assigned a score in the pathol-

ogy report as:

x “Grade 1 or well differentiated,” when the cancer

cells are slower growing, look more like normal breast

tissue and the “score assigned could be from 3 to 5.”

x “Grade 2 or moderately differentiated,” when the

cancer cells do not look like normal cells, growing
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and dividing a little faster than normal and the

“score assigned could be 6 or 7.”

x “Grade 3 or poorly differentiated,” when the can-

cer cells look very different from normal cells, will

probably grow faster, and spread faster, and the

“score assigned could be 8 or 9.”

Note: Having a low-grade cancer is an encouraging sign.

But higher-grade cancers may be more vulnerable than low-

grade cancers to treatments such as chemotherapy and radia-

tion therapy that work by targeting fast-dividing cells.

� “Breast tumor stage” describes how much the cancer

has spread in the human body [56]. The earliest stage

breast cancers are “stage 0 (carcinoma in situ).” It

then ranges from “stage I (1) through IV (4).” As a

rule, “the lower the number, the less the cancer has

spread. A higher number, such as stage IV, means

cancer has spread more. And within a stage, an ear-

lier letter means a lower stage.”

5.4.4.1.5 Dataset

The dataset used for “breast cancer tumor” that is useful

for pathologists follows the features of biopsies via “Fine

Needle Aspiration (FNA)” in accordance with Wisconsin

grade scale based on nine cytological characteristics of

breast FNAs. They are valued on a scale of 1 to 10, with

1 being the closest to benign and 10 the most anaplastic

[57] to determine whether a “breast mass is benign or

malignant.” The dataset has been divided into two files:

“Cancer.csv” with information from 699 instances with

nine fields (attributes), as indicated in Table 5.9, and

another file named “Cancer_targets,” as shown in

Table 5.10.

Note: This data is available from the UCI Machine

Learning Repository (http://mlearn.ics.uci.edu/MLRepository.

html) [58].

5.4.4.1.6 Procedure

The steps to obtain an AI model “using MATLAB

Deep Learning Toolbox” using a backpropagation neural

network for patterns recognition and classification for

breast cancer” are summarized in Table of slides 5.4 and

each step of the example is visually explained using

screen sequences with instructions in easy to follow

screen figures.

TABLE 5.10 Dataset for “Cancer_targets” for the Dataset “Cancer.csv.”

Field Description *699 instances of cancer tumors. Number of fields5 2

Benign_cancer Benign cancer ([05 no, 15 yes])

Malignant_cancer Malign cancer ([05 no, 15 yes])

Note: This dataset is included in the companion directory of the book, in the following directory: “. . .\Exercises_book_ABME\CH5\MATLAB_PR
\Cancer_targets.csv.”

TABLE 5.9 Dataset “Cancer.csv” fields and descriptions.

Field Description *699 instances of cancer tumors. Number of fields5 9

Clump_thickness Clump thickness (normalized decimal from 0.1 to 1)

Uniformity_cell_size Uniformity of cell size (normalized decimal from 0.1 to 1)

Uniformity_cell_shape Uniformity of cell shape (normalized decimal 0.1 to 1)

Marginal_adhesion Marginal adhesion (normalized decimal from 0.1 to 1)

Single_epithelial_cell _size Single epithelial cell size (normalized decimal from 0.1 to 1)

Bare_nuclei Bare nuclei (normalized decimal from 0.1 to 1)

Bland _chomatin Bland chomatin (normalized decimal from 0.1 to 1)

Normal_nucleoli Normal nucleoli (Normalized decimal from 0.1 to 1)

Mitoses Mitoses (normalized decimal from 0.1 to 1)

Note: This dataset is also included in the companion directory of the book, in the following directory: “. . .\Exercises_book_ABME\CH5\MATLAB_PR
\Cancer.csv.”
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Table of slides 5.4 Steps to obtain an AI model “MATLAB Deep Learning Toolbox using a Neural Network Patterns Recognition and classification for “breast cancer.”

Slide Description Screen figure

1 Open your MATLAB software. In the
command prompt enter the command
for Neural Network Starter.. nnstart
“MATLAB Deep Learning Toolbox”
includes a “Neural Network GUI—
nnstart” that opens a window with
launch buttons for “Neural Network
Fitting,” “Pattern Recognition,”
“Clustering” and “Time series tools.”
Click the button: “Pattern Recognition
App (nprtool)”

(Continued )



(Continued)

Slide Description Screen figure

2 In the MATLAB “Neural Pattern
Recognition” window screen
“Neural Network Pattern Recognition”
is used when there is a need to classify
a “dataset of numeric inputs” with a
numerical target using “Neural and
training using a conjugate gradient
backpropagation” algorithm, with a
specified “Sigmoid hidden neurons”
and a “Softmax output neurons.” Click
the “Next” button



3 In the MATLAB “Neural Pattern
Recognition” window screen: “Select
input Data”
Select the button for “input dataset
...,” then select the file located at “...
\Exercises_book_ABME\CH5
\MATLAB_PR\Cancer.csv,” and click
the button “Open”

(Continued )



(Continued)

Slide Description Screen figure

4 In the MATLAB “Neural Pattern
Recognition” window screen: “Select
Data. Inputs. Import Wizard”
Select “Comma” as the column
separator, verify that the “Number of
test header line is 1,” and click on the
“Next” button



5 In the MATLAB “Neural Pattern
Recognition” window screen: “Select
Data. Inputs. Select Data”
In the section “Select variable to
import using checkboxes” activate
“Create variables matching preview,”
verify the creation of the three
variables and click the “Finish” button

(Continued )



(Continued)

Slide Description Screen figure

6 In the MATLAB “Neural Pattern
Recognition” window screen: “Select
Data. Inputs. Import data for
Target”
Select the button for select the “target
data ...,” select the file “...
\Exercises_book_ABME\CH5
\MATLAB_PR\Cancer_targets.csv,”
and click the button “Open”



7 In the MATLAB “Neural Pattern
Recognition” window screen: “Select
Data. Inputs. Import data for
Targets”
Select “Comma” as the column
separator, verify that the “Number of
test header line is 1,” and click on the
“Next” button

(Continued )



(Continued)

Slide Description Screen figure

8 In the MATLAB “Neural Pattern
Recognition” window screen: “Select
Data. Inputs .Import data for
Targets”
In the section “Select variable to
import using checkboxes” activate
“Create variables matching preview,”
verify the creation of the three
variables and click the “Finish” button



9 In the MATLAB “Neural Pattern
Recognition” window screen: “Select
Data”
In the “Summary” section verify that
the “input data is 6993 9 matrix,
specify the target as “Matrix rows,”
check that the “Targets data is a
69932 matrix,” and click in the
button ““Next”

(Continued )



(Continued)

Slide Description Screen figure

10 In the MATLAB “Neural Pattern
Recognition” window screen:
“Validation and Test Data”
In the section “Select Percentages”
verify that: “Training570%,”
“Validation5 15%,” and
“Testing5 15%,” then click in the
button “Next”



11 In the MATLAB “Neural Pattern
Recognition” window screen:
“Network Architecture”
In the “Hidden Layer” section, define
a “Neural Pattern Recognition” with
“10 hidden neurons,” in the “Neural
Network” section verify that the
“ANN” is defined with: “input of 9
variables,” “Hidden Layers5 1 with
10,” and an “Output layer5 1 with 2
variables,” and 2 outputs. Then click
in the button “Next”

(Continued )



(Continued)

Slide Description Screen figure

12 In the MATLAB “Neural Pattern
Recognition” window screen: “Train
Network”
In the “Train Network” the “scaled
conjugate gradient backpropagation
algorithm” is used, the training stop
automatically stop when
generalization stop improving based
on an increase in the “Cross-entropy
error” of the validation samples. Then
click in the “Train” button



13 In the MATLAB “Neural Pattern
Recognition” window screen: “Neural
Network Training—Conjugate
Gradient Backpropagation”
Observe “Cross-entropy (CE)” for
Training, Validation, and Testing, keep
clicking “Retrain” until you detect
lower values for “CE” (Note: The
values can be different, depend of the
initial random value). Click the “Plot
Confusion” to see the correct and
incorrect percentages,” for example,
for training a 96.7% were correct and
3.3% incorrect

(Continued )



(Continued)

Slide Description Screen figure

14 In the MATLAB “Neural Pattern
Recognition” window screen: “Neural
Network Training—Conjugate
Gradient Backpropagation”
In the “Train Network” section
choose: click “Performance” button,
its plot indicates “Best Validation
Performance as 0.04977 at epoch 12.”
Click “Training State” button which
plot indicate a decreasing “Gradient.”
Click “Error Histogram,” its plots
indicate very narrow error. Click
“Receiver Operating Range,” its plot
indicates an almost perfect behavior of
90 degrees. Finally, press “Next”
button in “Neural Pattern Recognition”
screen



15 In the MATLAB “Neural Pattern
Recognition” window screen:
“Evaluate Network”
Feel free to reevaluate the network to
try to find better values with: “Train
Again,” “Adjust Network Size,”
“Import Larger Dataset,” “Optionally
perform additional test,” etc. When
ready, click the “Next” button

(Continued )



(Continued)

Slide Description Screen figure

16 In the MATLAB “Neural Pattern
Recognition” window screen: “Deploy
Solution”
Select the option needed for your
“Deploy Solution”: In the section
“Application Deployment” click
button “MATLAB function,” In “Code
Generation” click button “MATLAB
Matrix-Only Function,” in “Simulink
Deployment” click “Simulink
Diagram” and in “Graphics” click
button “Neural Network Diagram.”
Click “Next” button



17 In the MATLAB “Neural Pattern
Recognition” window screen: “Save
Results”
In the section “Generate Scripts” click
the buttons: “Simple Script” and
“Advanced Script.” In the section
“Save Data to Workspace” click
button “Save Results.” Finally click on
the button “Finish,” and its
confirmation dialog

(Continued )



(Continued)

Slide Description Screen figure

18 In MATLAB workspace save the
functions and script generated by
“Neural Pattern Recognition”
Save the two functions generated by
MATLAB “Neural Pattern Recognition”
as: “myNeuralNetworkFunction.m”
and
“myNeuralNetworkFunctionMatrix.m.”
Save also the two scripts as:
“myNeuralNetworkSimplyScript.m”
and
“myNeuralNetworkAdvancedScript.m”



19 In MATLAB workspace testing new
data in
“myNeuralNetworkFunctionMatrix
function” generated “Neural Pattern
Recognition”
To evaluate a new data as a matrix,
load the file “X1.csv,” show its
contents with the 9 attributes for the 2
new records, call the function created
by “Neural Pattern Recognition” and
obtain the results for “Benign_cancer”
and “Malignant_cancer,” in this case
the first record is a “Malignant_cancer
with a 0.9885 of probability” and the
second record a “Benign_cancer with
0.9965”

(Continued )



(Continued)

Slide Description Screen figure

20 Closing MATLAB tools and Plots
generated by “Neural Pattern
Recognition”
Close without saving the “Simulink
diagram for the ANN” and the
“graphical ANN generated” by the
“Neural Network—Neural Pattern
Recognition App”



Conclusions

An AI model using MATLAB Deep Learning Toolbox of

backpropagation Neural Network for Patterns Recognition

allows the generation of a user function that represents the

ANN AI model for classification of breast cancer tumors as

“Benign_cancer” or “Malignant_cancer” following features

of biopsies via “Fine Needle Aspiration (FNA)” in accor-

dance with Wisconsin grade scale based on nine cytologi-

cal characteristics on a scale of “1 to 10,” with “1” being

the closest to benign and “10” the most anaplastic.

Recommendation

Develop Deep Learning models that are more interac-

tive as explained in “section 6.2.5.1 Regional-CNN model

for object detection of breast tumor in mammogram” to

facilitate the suggestions for appropriate medical diagnosis

for “breast cancer tumors*” that include: “breast tumor

grading” and “breast tumor stage.”

Note*: See next Research 5.5 Deep Learning using a

“Pretrained Deep Convolutional Neural Network to obtain

an AI model to classify Mammograms standard views types.”

5.4.5 Deep Convolution Network or ConvNet

“Deep Convolution Network (DCN) or ConvNet (CNN)”

is a class of “deep neural networks,” with usually more

than three hidden layers up to “n” layers (which can be

hundreds) as shown in Fig. 5.14A. It combines multiple

nonlinear processing layers, using elements in parallel

basically three type: “input layer,” “many hidden layers,”

and an “output layer.” “DCNs” are most applied for ana-

lyzing visual imagery. They can take in an input image,

assign importance based on “learnable weights” and

“biases” to various aspects/objects in the image and are

able to differentiate one from the other. A typical “DCN”

solution architecture can be configured a list of ANN

layers that transform the image volume into an output vol-

ume, these are: “input type,” “network type,” “initializa-

tion and utilities,” “activation type,” “connection type,”

“output activation,” and “output specification,” as shown

in Fig. 5.14B, indicating the basic layers, and Fig. 5.14C

indicating their typical components:

� “Input type” can be numeric and images dataset in “2D or

three-dimensional (3D),” that is, “Image Input Layer” that

inputs 2D images to a network to apply “normalization.”
� “Network type” can be of many types as “Convolutional

2D or 3D layer,” and many others ANN types as, that

is, “Convolutional 2D Layer” that applied sliding con-

volutional filter to the input.
� “Initialization and utilities” usually are determine the

normalization or other type specification needed

and how the information will be processed the most

common is “batch” and other, as, that is, “Batch

Normalization Layer” that normalize each input chan-

nel across as a mini batch.

FIGURE 5.14 Deep Convolution Network (DCN) Neural Network: (A) DCN ANN diagram, (B) DCN with basic ANN layers, and (C) DCN feature

detection in basic network.
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� “Activation type” as the “threshold where any value

less than zero is set to zero,” “identity operation on

positive inputs,” etc. as, that is, “Relu Layer” that per-

forms a threshold operation, where any value less than

zero is set to zero.
� “Connection type” as, that is, “fully Connected Layer”

that multiplies the inputs by a weight matrix and then

add the bias vector. It delivers a vector output of “k”

dimension, according with the number of classes*.

Note*: Some network designer recommends applying

a “pooling” and “flatten” steps to make “smooth conver-

sion from matrix to vector.”

� “Output activation”, that is, a “Softmax Layer” applies

the “Softmax function” taking the input as a vector “z”

of “k real numbers,” and “normalizes” it into a “prob-

ability distribution consisting of k probabilities pro-

portional to the exponentials of the input numbers.”
� “Output specifications” that can be: “classification,”

“regression,” “focal loss,” etc., that is, a

“Classification Layer” computes the “cross-entropy

loss” that measures the performance of a classification

model whose output is a probability value between

“0” and “1.” “Cross-entropy loss increases as the pre-

dicted probability diverges from the actual label” and

can be used for multiclass classification problems with

multiple exclusive classes.

The preprocessing required in a “DCN” is much lower

compared to other classification algorithms. “DCNs” are

regularized versions of “multilayer perceptrons” that are

“fully connected networks,” where each neuron in one

layer is connected to all neurons in the next layer. In the

“classical backpropagation algorithm, the weights are

changed according to the gradient descent direction of an

error surface” [59]. The architecture of a “DCN” is analo-

gous to that of the connectivity pattern of neurons in the

human brain and was inspired by the organization of the

visual cortex. Individual neurons respond to stimuli only

in a restricted region of the visual field known as the

“Receptive Field.” A collection of such fields overlaps to

cover the entire visual area “DCN” are used in application

for image and video recognition, image analysis and clas-

sification, media recreation, recommendation systems,

natural language processing, etc. [60,61].

Note: For an example, see: Research 5.7 MATLAB

Deep Learning Toolbox using “Deep Network Designer”

to create a “custom Deep Convolutional Neural Network”

to obtain an AI model to “classify Cervical X-rays view

types.”

In summary, “DCN” allows neural networks to

improve the accuracy of image recognition classifying an

input image into one of many possible classes or

categories.

“DCN” has been applied to help in Biomedical

Engineering as indicated in the following researches:

Portrait style transfer using deep convolutional neural

networks and facial segmentation [62], Arrhythmia

Classification with ECG signals based on the Optimization-

Enabled Deep Convolutional Neural Network [63],

Multispecies bioacoustic classification using transfer learn-

ing of deep convolutional neural networks with pseudola-

beling [64] and many more.

5.4.6 Deconvolutional network

“Deconvolutional Network (DN)” also known as “decon-

volutional networks (DevconvNet),” or “Transposed con-

volutional neural networks.” “DN” is a neural network

that performs an “inverse convolution model” that allows

from specific class to be found inside an images, this is

why it’s more frequent application is for “object recogni-

tion inside of images,” that is, locate tumors in body bio-

medical images, locate fractures in bones, etc.

“DN” is an unsupervised construction of hierarchical

image representation learning of mid and high-level

image representation, this can be achieved using feature

hierarchy from alternative layers of: “Convolutional

sparse coding” or “Deconvolution” that it is a method for

learning by shift-invariant dictionaries in image, and

“max pooling that is a sample-based discretization process

[35]. From the architectural point of view “DevconvNet”

is composed of “unpooling” and “deconvolution” layers

as indicated in Fig. 5.15A through Fig. 5.15D, where:

� “Unpooling layer” is the inverse of a “pooling layer”

as a convolution network designed to filter from an

input to a “pooled map” with “switch variables: indi-

ces and size”; meanwhile “unpooling” is reconstruct

from the “switch variables indices and size” to the

each maximum activation value known as “max pool-

ing,” where the remembered position is used for the

unpooling.
� “Deconvolution layer*” is the conversion of the inputs

from smaller size back to a larger size.

Note*: “Deconvolutional layer” is called also “trans-

posed convolutional layer.”

A “Deconvolution object detection net layers in basic archi-

tecture” is shown in Fig. 5.15E, where there is a “convolu-

tion network” at the beginning based on series of

“maxpooling” layers to reduce the original matrix size

memorizing through using “switch variables of indices and

size” to the each maximum activation value, and a “decon-

volution network” at the end based on a series of “unpool-

ing” layers to reconstruct the input image recognizing the

object describe during the training step.
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5.4.7 Deep Convolutional Inverse Graphics

Network

“Deep Convolutional Inverse Graphics Network (DCIGN)”

has as objective to learn an interpretable representation

of images that is disentangled with respect to various trans-

formations such as object out-of-plane rotations, lighting

variations, and texture. The “DCIGN” model is composed

of multiple layers of “convolution” and “deconvolution”

operators and is trained using the “Stochastic Gradient

Variational Bayes (SGVB) algorithms [36]. A basic

“DCIGN” uses the “CNN” as a data “encoder*” then apply

the transformation needed, and finally uses a “DNN” as a

“decoder*” as shown in Fig. 5.16A.

Note: Please review if necessary, the “Auto Encoder

neural network” at Section 5.4.1.

Fig. 5.16B shows the “DCIGN basic architecture net

layers for object detection and transformation” with a

“Breast tumor X-rays” image resolution “N3M” as the input

for the network, then the image is read as a numeric matrix

and its processes the “encoder” in two steps of “convolution

and pooling” layer, then the smaller matrix “nn3mm” is

converted to various vectors where some transformation are

executed to affect the image, then is converted to one vector

and after that the process for “decoder” is made in two steps

of “unpooling and deconvolutions” layers to complete the

images with the transformation that are shown in the final

output where the “breast tumor is segmented*” [65].

Note*: In Research 5.6, section 5.5.2 a “Pretrained

Deep Convolutional Neural Network” is used to obtain an

“AI model” to “classify Mammograms view type and sug-

gest breast abnormalities as possible breast tumor.”

“DCIGN” is especially useful in Biomedical Engineering as

shown in the following papers: NROI based feature learn-

ing for automated tumor stage classification of pulmonary

lung nodules using deep convolutional neural networks

[66], Multiscale brain MRI super-resolution using deep 3D

convolutional networks [67], Multiplanar 3D breast seg-

mentation in MRI via deep convolutional neural networks

[68], and many others.

5.4.8 Generative Adversarial Network

“Generative Adversarial Network (GAN)” belong to the

set of generative models. It means that they are able

to produce/to generate new content form the input of ran-

dom variables, then a generative network is trained to

maximize the final classification error, with the results is

generated distribution, finally a discriminate network

is trained to minimize the final classification error that

is used as a reference metric for both networks [69].

Besides, “Deep Convolutional Generative Adversarial

Networks (DCGAN) are “GANs” which uses

FIGURE 5.15 Deep Deconvolution (DN) Neural Network: (A) pooling versus (B) unpooling, (C) convolution versus (D) deconvolution, and (E)

deconvolution object detection net layers in basic architecture.
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“convolutional layers.” A general “GAN” block network

diagram with basically two networks blocks: “Generator”

and “Discriminator” as shown in Fig. 5.17A, where:

� “Generator” is a network that has inputs as a vector

of random values known as “latent inputs,” it has the

task of generate data with the same structure as the

“training data” as shown in Fig. 5.17B.
� “Discriminator” is a network that has batches of data

containing observations from both the “training data”

and “generated data” from the generator as shown in

Fig. 5.17C. The “discriminator” attempts to classify

the observations as “real or generated” using the

“conditional probability” shown in Eq. (5.2).

GAN Classifier conditional probability P XjYð Þ (5.2)

where X is the input and Y is the label.

The training of a “GAN” is made in both networks

simultaneously to maximize the performance of both, in

the “generator” the training is for generate data to “fool”

the discriminator and in the “discriminator” the training

has the objective to distinguish between “real and gener-

ated data.”

The “generative network” is trained to maximize the

final classification error between “true and generated

data,” while the “discriminative network” is trained to

minimize it. This is where the notion of adversarial net-

works arises from.

“GANs’ are has been applied to obtain different AI models

in Biomedical Engineering as: PCSGAN: Perceptual cyclic-

synthesized generative adversarial networks for thermal and

near infrared to visible image transformation [70], Skin

lesion segmentation via generative adversarial networks

with dual discriminators [71], Plausibility-promoting gener-

ative adversarial network for abstractive text summarization

with multitask constraint [72], and many others.

5.4.9 Deep Residual Network or Deep ResNet

“Deep Residual Network (DRN) or Deep ResNet’ is a

neural network using a “residual learning framework”

that preserve inputs and improve accuracy using layers

typically up to 150 or more, instead of trying the solution

mapping some input to same output in all the layers usu-

ally, the network try to learn to map some input to some

output, this mean that has an “X identity solution” carry-

ing old inputs over and serving it freshly to a later layer,

this is made using a “residual learning block” as shown

in Fig. 5.18A, that is repeated in all the layer network as

indicated in Fig. 5.18B.

Deep ResNet architecture holds many staked layers

including “convolutional,” “pooling,” and “fully con-

nected.” This network has a “skip function” that reduces

the number of times a linear function is used to achieve

FIGURE 5.16 Deep Convolutional Inverse Graphics Network: (A) DCIGN network diagram and (B) DCIGN basic architecture net layers for object

detection and transformation.
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an output creating “residual block” that eliminate the

“varnished gradients,” this mean when a gradient

becomes very small, that even a very big change in the

input will not affect the output as desired, and “exploding

gradients” when a gradient becomes exponentially big,

that the algorithm can no longer be used to train the

model. “DRN are very used in Biomedical for image rec-

ognition applications.”

FIGURE 5.18 Deep Residual Network (DRN) or Deep ResNet: (A) Deep ResNet “residual learning block” and (B) Deep ResNet typical network

with “residual learning blocks.”

FIGURE 5.17 Generative Adversarial Network (GAN): (A) GAN neural network diagram, (B) GAN-Generator of images network layers, and (C)

GAN-discriminator network layers.
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It has been proven that “DRN” networks are in essence just

“Recurrent Neural Network (RNNs*) without the explicit time

based construction” and they are often compared to “Long/

Short-Term Memory (LSTM),” “Gated Recurrent Unit (GRU),”

and “Recurrent Neural Network (RNN) without gates” [73].

Other “DRN” applications in Biomedical Engineering

are: An efficient brain tumor image segmentation based on

deep residual networks (ResNets) [74], Towards efficient

medical lesion image super-resolution based on deep resid-

ual networks [75], A deep Residual U-Net convolutional

neural network for automated lung segmentation in com-

puted tomography images [76], and many others.

Note*: “Recurrent Neural Network (RNN)” are going to

be studied in the next chapter with different researches as

examples at section 6.2

5.5 Transfer learning from pretrained
deep learning networks

As we can see “ANN” in “Deep Learning” can be extraor-

dinarily complex and time-consuming to design, build,

train, and test from the ground up the neural network for

some practical “AI applications.” Fortunately, each time

there are more and more “Pretrained Deep Learning

Networks” developed to handle large dataset that allow to

generate easily “AI models” for practical applications.

These kind of “pretrained deep learning networks” are

very fast because, they are designed based on powerful

and complex new “System Architectures” that are discov-

ered ever year using powerful computational power based

on very fast and expensive computer hardware, designed

with the special purpose of handle general images that

can be used in many “AI applications”: “self-driving

vehices,” “detecting abnormalities in medical imaging,”

and many more.

The “pretrained deep learning networks” are basically

“AI image classifiers” that allow “AI image feature

extraction,” “prediction,” and others special “AI features”

as “Transfer Learning” for endless “AI applications.”

Where, “Transfer Learning” consists in taking layers

from a pretrained network on large dataset and fine-tune

on for new custom dataset, in this book focus for

“Biomedical Engineering applications.” Some examples

“Pretrained Deep Learning Networks” available for pub-

lic applications are summarized in Fig. 5.19.

Usually the “Pretrained Deep Learning Networks” can

be imported and exported using the “Open Neural

Network Exchange (ONNX) model format,” but also from

“TensorFlow-Keras,” “Caffe,” “PyTorch,” ““MxNet,”

“Core ML,” “Microsoft Cognitive Toolkit,” “MATLAB,”

IBM Watson and others.

A set of research on “Biomedical Engineering” are

shown in the next three tutorial examples to be familiarize

with “pretrained deep convolutional” and to design, build,

training and deploy “custom AI models”:

� Research 5.5, section 5.5.1 MATLAB Deep Learning

Toolbox using a “Pretrained Deep Convolutional

FIGURE 5.19 Some “Pretrained Deep Learning Networks” that simplify the generation of “AI models.”
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Neural Network to obtain an AI model to classify

Mammograms standard views types.”
� Research 5.6, section 5.5.2 MATLAB Deep Learning

Toolbox using “Deep Network Designer” to modify a

“Pretrained Deep Convolutional Neural Network” to

obtain an AI model to “classify Mammograms view

type and suggest breast abnormalities as possible

breast tumor.”
� Research 5.7, section 5.5.3 MATLAB Deep Learning

Toolbox using “Deep Network Designer” to create a

“custom Deep Convolutional Neural Network” to

obtain an AI model to “classify Cervical X-rays view

types.”

The main goal of the next three researches as examples are

to prove the advantages of using “Pretrained Deep Learning

Networks” or develop “custom AI networks” for endless

number of applications in “Biomedical Engineering” to

obtain faster “AI models” for a big diversity of problems to

resolve.

5.5.1 Research 5.5 “Pretrained Deep Convolutional
Neural Network to obtain an AI model to classify
Mammograms standard views types”

5.5.1.1 Case for research

Obtain an AI model using a modified “Deep

Convolutional Neural Network (DCN)” based on a

“Modified Pretrained DCN as GoogLeNet to Classify

Mammograms standard views types.”

5.5.1.2 General objective

Apply modification to a “Pretrained DCN as GoogLeNet

using MATLAB Deep Learning Toolbox, replacing layers

of the same GoogLeNet to create new categories or clas-

ses to obtain an AI Model to Classify Mammograms stan-

dard views types.”

5.5.1.3 Specific objectives
� Load the “Pretrained DCN GoogLeNet” with its origi-

nal 1000 categories.
� Test the original “GoogLeNet” with a “mammography

images” to classifying using the original categories

“GoogLeNet” to obtain its “Top 5 Predictions.”
� Create “mammograms categories from a images data-

set” defining a “MATLAB Image Datastore.”
� Analyze the structure of the “DCN GoogLeNet” with

its 144 original layers and its standard images size.
� Locate the final “GoogLeNet” layers and replace two

of its final layers with the same type for the purpose

of “mammography images.”

� Frozen the first 10 initial layers of “GoogLeNet” to

save processing time in the classification model.
� Specify the training options according with the hard-

ware available.
� Train the “modified GoogLeNet” to obtain an “AI

DCN model for classification of mammograms.”
� “Classify Validation images and show random images

with score” using the “AI DCN model for classifica-

tion of mammograms standard view types.”
� “Classify a mammography images and obtain its score

using the mammography standard view types” apply-

ing the “AI DCN model for classification of mammo-

grams views types.”
� Obtain the “4 Top predictions and calculate its class

probabilities.”
� Deploy and test the AI model obtained with mammog-

raphy to classification with score of the “top 4 predic-

tions for Mammograms standard views types.”

5.5.1.4 Background for “Mammography views”

There are two techniques for creating a “mammogram”

that used a “low-doses X-rays” machine: “Film-screen

mammography” that creates a photographic film, and

“digital mammography” that creates digital images. Both

methods use the same procedure for taking the image: the

person having the mammogram will place their breast

between two clear plates, which will squeeze it between

them to hold it in place. This flattens the breast for a bet-

ter image and stops the image from blurring. The machine

takes a picture of the breast from two angles, each are

known “mammography view types.” The images can be

split in two groups: “standard views” and “supplementary

views,” where [77]:

� “Standard views” are four views identified as: two of

“45-degree Medio Lateral Oblique (MLO)” and two

of “Craniocaudal View (CC)” as shown in Fig. 5.20,

where:

x “MLO Mammography view type” is taken in both

breasts: right breast identified as “RMLO” and left

breast as “LMLO.” Because the “Mammogram

views” is a 2D representation of a 3D structure, the

“MLO view is taken with 45 degrees” extra tissue

is taken without extra exposure.

x “CC Mammography view type” is taken in both

breasts: right breast identified as “RCC” and left

breast as “LCC.”

Note: Not all 4 views are always performed in all

“mammogram” studies. For instance, in clients under

40 years old, only 2 MLO views may be done to limit

radiation of “low dose X-rays” exposure, depending on

local policy and the discretion of the radiologist. Other

exceptions are in cases of recent surgery or when the
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patient has painful breast pathology or large lesions or an

abscess.

� “Supplementary views” are only taken when it is nec-

essary to detect additional information as:

x “True Lateral view-90 degrees” identified as:

“Mediolateral (ML)” and “Lateromedial (LM).”

x “Exaggerated craniocaudal views” identified as:

“XCCL” and “XCCM.”

x “Magnification views,” and other views.

Note: Additional views are frequently followed by ultra-

sound if there is a positive finding, because the additional

ultrasound views add more complementary information.

5.5.1.5 Dataset

The “low-dose X-ray” image dataset from screening

“Mammography” is organized in four folders that contains

the images from different patients with a “image size

known as pixel resolution of 20483 2432.” The folder

name defines the mammography category with the fol-

lowing standard views name: “Breast LCC,” “Breast

LMLO,” “Breast RCC,” and “Breast RMLO.” The folder

organization, and their respective images are shown in

Fig. 5.21.

5.5.1.6 Procedure

The steps to obtain a “AI Convolutional Neural Network

(CNN) model” using a “Pretrained Deep Convolutional

Neural Network to obtain an AI model to classify

Mammograms standard views types” are summarized in

Table of slides 5.5 and each step of the example are visu-

ally explained using screen sequences with instructions in

easy to follow screen figures.

FIGURE 5.20 Mammography standard view types: left and right craniocaudal (CC) views, and left and right 45-degree mediolateral oblique (MLO)

views.
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FIGURE 5.21 Image Dataset “Mammography” is organized in for four folders according with the “Mammograms standard views type.” Note: This

image dataset is available in the companion directory of the book, in the following directory: “. . .\Exercises_book_ABME\CH5\MATLAB_IMG

\Mammography.”
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Table of slides 5.5 MATLAB Deep Learning Toolbox using a “Pretrained Deep Convolutional Neural Network to obtain an AI model to classify Mammograms.”

Slide Description Screen figure

1 Classify Using Pretrained Deep
Learning Network: GoogLeNet in
MATLAB
Open MATLAB software and select the
directory “...\Exercises_book_ABME
\CH5\ MATLAB_IMG.” Open the
MATLAB script
“Classify_Using_Pretrained_Net.m,”
copy on the command prompt the step
1), where: “GoogLeNet” is loaded to
the variable ‘net’. It has
‘numClasses5 1000’, and their
respective “classNames.” This step list
randomly 5 of the 1000 images
categories available



2 “Classify Using Pretrained Deep
Learning Network GoogLeNet”:
Loading an image for classification of
original “GoogLeNet Categories”
Copy and paste on the command
prompt the step 2) of the MATLAB
script, where: “Mammogram.JPG” is
loaded, resized from its original X-rays
resolution of 20483 2432 pixels to
the “GooglLeNet” resolution of
“2243244,” then the image is shown

(Continued )



(Continued)

Slide Description Screen figure

3 “Classify Using Pretrained Deep
Learning Network GoogLeNet”:
“Classifying with the available
GoogleNet classes”
Copy and paste on the command
prompt the step 3) of the MATLAB
script. Where, the AI Classification of
the image is compared with the
images of the 1000 categories
available, and its best classification is
a “nematode with 28.2% of
probability”



4 “Classify Using Pretrained Deep
Learning Network GoogLeNet”: “Top
5 prediction for the image using
original GoogLeNet classes”
Copy and paste on the command
prompt the step 4) of the MATLAB
script. Where a chart is generated
indicating the “Top 5 Predictions using
the original GoogleNet categories.”
Finally, close the script from the script
“Classify_Using_Pretrained_Net.m”

(Continued )



(Continued)

Slide Description Screen figure

5 “Classify Using Pretrained Deep
Learning Network GoogLeNet”:
“Creating new classes for
Mammograms”
Open the MATLAB script
“Mammography_Pretrained_Net.m,”
copy on the command prompt the step
1), that clear all and create the
variables: “imds with an image
Datastore of 36 mammograms
images,” “imdsTrain with 25 of them
(70%)” and “imdsValidation with 11
of them (30%)”



6 “Classify Using Pretrained Deep
Learning Network GoogLeNet”: “Load
Pretrained Network and Analyze
Network”
Copy and paste on command prompt
the step 2) where: “GoogLenet” is
loaded in variable ‘net’, the command
“analyzeNetwork” generates a “Deep
Learning ANN map with 144 layers,”
the beginning and the end are shown
at the left. The original “GoogleNet”
standard images size are “2443 244
pixels3 3 basic colors”

(Continued )



(Continued)

Slide Description Screen figure

7 “Classify Using Pretrained Deep
Learning Network GoogLeNet”: “Find
the Final Layers of GoogleNet”
Copy and paste on command prompt
the step 3a) where: variable ‘lgraph’ is
loaded with all 144 original layers,
then the two layers to be replaced
must have the types and properties as
specified, these are found using the
user function “FindLayersToReplace”



8 “Classify Using Pretrained Deep
Learning Network GoogLeNet”:
“Replace two of the Final Layers with
the same type”
Copy and paste on command prompt
the step 3b) where: the two of the last
layers are replaced as “new_fc” and
“new_classoutput”

(Continued )



(Continued)

Slide Description Screen figure

9 “Classify Using Pretrained Deep
Learning Network GoogLeNet”:
“Verifying the final two Layers were
replaced with the same type”
Copy and paste on command prompt
the step 3c) where: a “lgraph ANN
map” is plotted and observe the last
two layers replaced with the same
type of layers



10 “Classify Using Pretrained Deep
Learning Network GoogLeNet”:
“Network with initial layers frozen to
save time”
Copy and paste on command prompt
the step 4a) where: the 10 first layers
are frozen to save classification
processing time in this net already
pretrained, create a
“imageAugmenter,” and automatically
resize training images for: training
“auguimdsTrain” and “augiValidation”
to “2443 244 pixels”

(Continued )



(Continued)

Slide Description Screen figure

11 “Classify Using Pretrained Deep
Learning Network GoogLeNet”: “Train
Network with initial layers frozen to
save time”
Copy and paste on command prompt
the step 4a) where: the specification
for the training are specified to a
“single CPU” others options are “GPU
that requires Parallel Computing
Toolbox” and a “CUDA” (it is a
programming model for GPU from
ENVIDIA), with “6 Epochs,” plot
“training-progress,” and others
parameters



12 “Classify Using Pretrained Deep
Learning Network GoogLeNet”:
“Training Progress during classification
model generation”
The “training-progress” based on “6
Epoch—iterations” are shown in a plot
of “Accuracy % versus Iterations” and
“Loss versus Iterations” with a
“Validation accuracy5 90.91%”

(Continued )



(Continued)

Slide Description Screen figure

13 “Classify Using Pretrained Deep
Learning Network GoogLeNet”:
“Classify Validation images and Show
random images with score”
Copy and paste on command prompt
the step 5) where: the classify obtains
the “Ypred” of 4 categories and store
in “probs” their probabilities. Then a
plot shows the 4 categories with their
names and percentages probabilities



14 “Classify Using Pretrained Deep
Learning Network GoogLeNet”:
“Loading image to evaluate using
classification AI Model”
Copy and paste on command prompt
the step 6) where, the image to classify
is from a “Mammogram” set through a
“X-ray Breast RMLO type,” that is
loaded and shown as a figure.

(Continued )



(Continued)

Slide Description Screen figure

15 “Classify Using Pretrained Deep
Learning Network GoogLeNet”:
“Classify the new image and calculate
its class probabilities”
Copy and paste on command prompt
the step 7) where, the image is
classified as “Breast RMLO with
98.2% of probability,” and the top
predictions are shown in a plot.
Finally save workspace variable ‘net’
using the command: save
(‘breast_net’,‘net’), these variables
could be useful later. Finally, close all



Conclusions

The original “GoogLeNet” is a “convolutional neural net-

work that is 22 layers deep, 144 layers total.” The network

trained on “ImageNet classifies images into 1000 object catego-

ries, such as keyboard, mouse, pencil, and many animals.” The

pretrained network have an image input size of “224-by-224.”

An AI model using a modified “Deep Convolutional Neural

Network (DCN)” based on a “Pretrained DCN as GoogLeNet

to Classify Mammograms standard views types” was used with

excellent classification for “mammography images.”

Recommendation

Using “Modified Pretrained Network” can be applied

effortless to obtain “AI models” for images of many “Medical

Image scanners” to analyze, classify and predict the scan

images from the biology body [78] as: “X-ray,” “Computed

tomography (CT)” that uses a computer-processed combina-

tion of many X-ray images taken from different angles, to

produce cross-sectional images as virtual slices from the

body, “Magnetic Resonance Imaging (MRI)” that uses strong

magnetic fields, radio waves, and field gradients to form

body images, “Functional Magnetic Resonance Imaging

(fMRI)” that use “MRI” technology that measure brain activ-

ity by detecting changes associated with blood flow,

“Ultrasound imaging” that is a diagnostic imaging technique

based on the application of ultrasound as the “Doppler ultra-

sound Analyzer,” and many more.

5.5.2 Research 5.6 modify a “Pretrained Deep
Convolutional Neural Network” to obtain an AI

model to “classify Mammograms view type and
suggest breast abnormalities as possible breast
tumor”

5.5.2.1 Case for research

Obtain an AI using a “Deep Convolutional Neural

Network (DCN) model through the MATLAB Deep

Network Designer,” based on a “Modified Pretrained

DCN as GoogLeNet to Classify Mammograms standard

views types and suggest breast abnormalities as possible

breast tumor or breast normal.”

5.5.2.2 General objective

Apply “MATLAB Deep Learning Toolbox” using “Deep

Network Designer” to define, build, train, and deploy a

“Deep Convolutional Neural Network (DCN) model” based

on a “Modified Pretrained DCN as GoogLeNet to Classify

Mammograms standard views types and suggest breast

abnormalities as possible breast tumor or breast normal.”

5.5.2.3 Background “Mammograms to detect
breast abnormalities”

The image of the breast is taken by a “low-dose X-rays”

from bioinstruments known as a “mammogram,” and the

images are taken in a black background then the breast is

show up in grays and whites. Then, denser tissues, connec-

tive tissues and glands show up in white. Any area that does

not look like a normal tissue are areas of white as high-

density tissue, and It is important to take note of its size,

shape, and edges. A “lump” or “tumor” shows up as a white

area on a “mammogram.” Breast abnormalities are usually

“mass” detected in a breast could be: “tumor,” “cyst,” “cal-

cifications,” “fibroadenomas,” and “scar tissues,” where:

� “Tumor” is a mass that can be “cancerous” or

“benign.” When the “tumor” is “benign” is considered

unlikely to grow and change shape, and “cancerous”

when is likely to grow and change shape.
� “Cyst” are small fluid-filled sacs. Most are simple

“cysts,” which have a thin wall and are not cancerous.
� “Calcifications” are deposits of “calcium,” if there are

small deposits are known as “microcalcifications,” if

there are larger deposits are identified as “macrocalci-

fications.” It is important based on their appearances

be tested for possible sign of “cancer.”
� “Fibroadenomas” are “benign tumors” in the breast.

They are round and they can occur at any age.
� “Scar tissues” often appears within on “mammogram.”

Others important breast abnormalities to detect on

“mammograms” are: “Small white specks,” and “Breast

density,” where:

� “Small white specks” are usually harmless, but it is

important to check their shape and pattern, because

they can sometimes be a sign of “cancer.”
� “Breast density” could be a sign of “slightly higher

risk of breast cancer.”

There is a standard system to evaluate a “mammo-

gram,” and it known as “Breast Imaging-Reporting and

Data System (BIRADS)” and it has seven categories with

numbers from 0 to 6:

1. “BIRADS category 0” is when the result is unclear,

and more test or comparison with previous “mammo-

grams” are needed.

2. “BIRADS category 1” is when no abnormalities are found.

3. “BIRADS category 2” is when images show abnormali-

ties as “benign calcifications” but no signs of “cancer.”

4. “BIRADS category 3” is when images show abnormal-

ities as “benign calcifications” but need “following up

to discard signs of cancer.”

5. “BIRADS category 4” is when images show abnormalities

that could be “cancerous,” possibly requiring a “biopsy.”

6. “BIRADS category 5” is when images show abnormal-

ities that are highly likely to be “cancerous,” requiring

a “biopsy.”

7. “BIRADS category 6” is when images show that “can-

cer” is present, requiring more “mammograms” to

check progress.
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A radiologist often compares an actual “mammogram”

against previous images to detect change on “spots” and

request a “biopsy,” that is an examination of “breast tis-

sue from that spots” to decide if that unusual area could

be a sign of “cancer.”

5.5.2.4 Specific objectives
� Load a “MATLAB net variable” from the “Pretrained

DCN GoogLeNet” defined and save it from the work-

space in the last research.
� Use the “MATLAB Deep Learning Toolbox” using

“Deep Network Designer” to load the “net variable”

based on the “Pretrained Network GoogLeNet.”
� Obtain from “Deep Network Designer” a “Net Diagram”

and replace graphically two of the last layers for: “Fully

Connected Convolution” and a new “Class Output.”
� Apply from “Deep Network Designer” the “Network

Analyzer” to verify the two layers replaced are correct.
� Import from “Deep Network Designer” the data compan-

ion folder with the images dataset “Mammography_NT.”
� Plot the “Training data categories” and the

“Validation data categories.”
� Specify the “Training Options” using the “Solver

Adaptive Moment Estimation (ADAM)” as optimizer

for the “DCN,” and train it and retrain it until obtain

an “accuracy$ 66%” in the “AI model.”
� Export the trained network model as “MATLAB net” and

“net structure information” as variables to the workspace.
� Load and test different “mammography” to classified

them based on their “standard views types and suggest

breast abnormalities as possible breast tumor or

breast normal” and obtain the “five top predictions

with their class probabilities.”

5.5.2.5 Dataset

The “low-dose X-ray” image dataset from screening

“Mammography_NT” is organized in eight folders, four

folders from patients with “normal breast in one folder

for each standard view type,” and another four folders

from patients with “breast abnormalities in one folder for

each standard view type.” The folder name defines the

mammography category with the following standard

views name: “Breast Normal LCC,” “Breast Normal

LMLO,” “Breast Normal RCC,” “Breast Normal RMLO,”

“Breast Tumor LCC,” “Breast Tumor LMLO,” “Breast

Tumor RCC,” and “Breast Tumor RMLO.” The folders

organization and their respective images are shown in

Fig. 5.22. Where each folder contains images from differ-

ent patients with a “image size known as pixel resolution

of 20483 2432.”

5.5.2.6 Procedure

The steps to obtain an “AI Deep Convolutional Neural

Network (DCN) model” through the “MATLAB Deep

Network Designer,” based on a “Modified Pretrained

DCN as GoogLeNet to Classify Mammograms standard

views types and suggest breast abnormalities as possible

breast tumor or breast normal” are summarized in

Table of slides 5.6, and each step of the example are visu-

ally explained using screen sequences with instructions in

easy to follow screen figures.

Note: In this research “any breast abnormalities are

going to be classified as suggested possible breast tumor

and calculate its probability, the final decision must be

taken for a radiologist based on mammograms through

time and biopsy results.”
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FIGURE 5.22 Image Dataset “Mammography-NT” is organized in eight folders according with the Mammograms standard views type. Note: This

images dataset is available in the companion directory of the book, in the following directory: “. . .\Exercises_book_ABME\CH5\MATLAB_DND

\Mammography-NT.”
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Table of slides 5.6 MATLAB Deep Learning Toolbox using “Deep Network Designer” to modify a “Pretrained Deep Convolutional Neural Network” to obtain an AI

model to “classify Mammograms view type and suggest breast abnormalities as possible breast tumor or breast normal.”

Slide Description Screen figure

1 Open your MATLAB software. Load
“GoogLeNet” as a variable and select
“Deep Network Designer”
Go to the directory “...
\Exercises_book_ABME\CH5
\MATLAB_DND,” and load the net
workspace variable “breast_net.mat.”
It contains the trained network of the
last tutorial. Verify that the variable
“net” is loaded in the “Workspace”
and in the command prompt enter:
“deepNetworkDesigner”



2 In the “MATLAB Deep Network
Designer”: initial screen selecting
“From Workspace, and GoogLeNet as
Pretrained Network”
Verify that the pretrained Network:
“GoggLeNet” is “loaded” (note: if
there is triangle with the “! Sign,” it
must be loaded first in the MATLAB
Tab: Home.Add-Ons.Get Add-
Ons), then click in the “General
network: From Workspace”

(Continued )



(Continued)

Slide Description Screen figure

3 In the “MATLAB Deep Network
Designer”: “Designer. Import
Network dialog”
Select the variable previously loaded
in the workspace as shown in slide 1:
“net-DAGNetwork with 144 layers,”
and press the button “Ok”



4 In the “MATLAB Deep Network
Designer”: “Designer.Net diagram”
Observe that this network was
modified in the last research as a
“Pretrained GoogLeNet” with “144
layers,” “170 connections,” with
“images as input type,” and
“Classification for output type.” Select
the button “Zoom In: to amplify the
last 6 layers”

(Continued )



(Continued)

Slide Description Screen figure

5 In the “MATLAB Deep Network
Designer”: “Designer.Replace the
last output layer”
Select last layer “classificationLayer”
with name “new_classoutput,” delete
and replaced for a new classification
output one with the name
“classificationLayer,” with “classes5
[Breast LCC, Breast LMLO, Breast RCC,
Breast RMLO],” “OutputSize5 auto”
and “loss function crossentropyex.”
and connect it again as shown in the
next slide



6 In the “MATLAB Deep Network
Designer”: Designer . New
“classOutput layer” with
“Classes5 auto” and
“OutputSize5 auto"
The new output layer with
“name5 classoutput”,
“Classes5 auto”, “OutputSize5 auto”
and “LostFunction5 crossentropyex”.
Select the Layer “name5 new_fxc”,
"InputSize51024”, “OutputSuze5 4”,
etc., delete it, replace with a
“CONVOLUTION AND FULLY
CONNECTED. fullyConnectLayer”
and connect it again as shown in the
next slide.

(Continued )



(Continued)

Slide Description Screen figure

7 In the “MATLAB Deep Network
Designer”: Designer.New
“fullyConnectedLayer”
The new “CONVOLUTION AND
FULLY
CONNECTED. fullyConnectLayer”
with “Name5 fc,” “InputSize5 auto,”
“OutputSize5 8,” Note: Leave the
others parameter by their default.
Click the button “Analyze” to verify
that network is well configurated



8 In the “MATLAB Deep Network
Designer”: Network Analyzer”
If the network is well configurated the
network diagram is shown and the
“ANALYSIS RESULT” for each of the
“144 layers,” with “zero warnings”
and “zero errors.” Got to the bottom
of the network diagram and check
“ANALYSIS RESULT” for the replaced
layers.” Close “network Analyzer”

(Continued )



(Continued)

Slide Description Screen figure

9 In the “MATLAB Deep Network
Designer”: “Data. Import Data from
folder”
In the “MATLAB Deep Network
Designer” select the “Data” tab, then
click on “Import Data” icon, select on
“TRAINING: Data source5 Folder,”
click on the “Browse” button and
select the folder “Mammography_NT”
and finally the “Import” button. Note:
Leave in Validation5 30%



10 In the “MATLAB Deep Network
Designer”: “Data. Import Data—
Training plot”
A plot is generated for the selected
“training images classes versus number
of them in each class.” “They are a
total of 51 images (observations), in
eight classes from 5 to 8 observations
in each category”

(Continued )



(Continued)

Slide Description Screen figure

11 In the “MATLAB Deep Network
Designer”: “Data. Import Data—
Validation plot”
A plot is generated for the selected
“validation images classes versus
number of them in each class.” “They
are a total of 21 images for validation
(30% of observations), in eight classes
from 2 to 3 observations in each
category”



12 In the “MATLAB Deep Network
Designer”: “Training. Training
Options”
Click on “Training” tab, then on
“Training Options.” In the dialog
screen select: “Solver5 adam,”
“MaxEpochs530,” and click on
“Close” button”

(Continued )



(Continued)

Slide Description Screen figure

13 In the “MATLAB Deep Network
Designer”: “Training. Train”
Click on “Train” icon, two plots are
generated: “Accuracy (%) versus
Iteration” and “Loss versus Iteration.”
After some minutes the results are
shown with “Validation
Accuracy566.67%” and the
“Training finished5Reach final
iteration.” Note: Retrain if you get
lower values for Accuracy



14 In the “MATLAB Deep Network
Designer”: “Training. Export”
Click on “Export” button, then on
“Export Trained Network and Results”

(Continued )



(Continued)

Slide Description Screen figure

15 In MATLAB workspace—“Script:
Evaluate_Mammogram.m-Step 1)
Input dialog to load image to classify”
Verify that the Workspace has three
variables: “Net,” “trained_Network1,”
and “trainInfoStruct_1.” Load the
script “Evaluate_Mammogram.m.”
Copy and paste the step 1) Input
dialog to load image to classify, and a
figure with the image to be evaluated



16 In MATLAB workspace—“Script:
Evaluate_Mammogram.m-Step 2)
Classify the image and calculate the
class probabilities”
Copy and paste the step “2) Classify
the image and calculate the class
probabilities,” and a figure with the
image classified and evaluated is
shown with as a suggested “Right
Breast Normal RMLO with 100% of
probability”

(Continued )



(Continued)

Slide Description Screen figure

17 MATLAB workspace “Script:
Evaluate_Mammogram.m-Step 3)
Display Top Predictions classifications
using GoogLeNet modified”
Copy and paste the step “3) Display
Top Predictions classifications using
GoogLeNet modified,” and a
figure with the plot for 8 classes
available for “Mammograms” is shown
suggesting a “Right Breast Normal
RMLO with 100% of probability” and
“0% of probability for the others
classes”



18 MATLAB workspace “Script:
Evaluate_Mammogram. m” run for
others breast mammograms
Run the complete script to evaluate
the other images. The top figures are
the results for “Mammogram-2.jpg”
and the lower figures are for
“Mammogram-7.jpg.” Finally save all
variables to a MAT-file for this in the
“Home tab” in the variable section,
click “Save Workspace” and close all
open figures



Conclusions

Applying “MATLAB Deep Learning Toolbox” using

“Deep Network Designer” tool allows to define, build,

train, and deploy an AI “Deep Convolutional Neural

Network (DCN) model” based on a “Modified Pretrained

DCN as GoogLeNet” to “Classify Mammograms standard

views types and suggest breast abnormalities as possible

breast tumor or breast normal.” The breast abnormalities

are: “tumor,” “cyst,” “calcifications,” “fibroadenomas” “scar

tissues” “Small white specks,” and “Breast density.” The

DCN classification model results can help radiologist to

simplify their works.

Recommendations
� Increase the number of “mammograms” used on train-

ing, validation, and test to increase accuracy.
� Apply this technique to detect other abnormalities on

the human body as: “physical lesions,” “fractures,”

“cancer spread,” etc.
� Create AI solutions to analyze “series of mammograms

trough monthly intervals of times” of the same patient to

detect is the “tumors are cancerous or not.”

5.5.3 Research 5.7 “custom Deep Convolutional
Neural Network” to obtain an AI model to

“classify Cervical X-rays view types”

5.5.3.1 Case for research

MATLAB Deep Learning Toolbox using “Deep Network

Designer” to create a “custom Deep Convolutional Neural

Network” to obtain an “AI model” to “classify cervical X-

rays view types.”

5.5.3.2 General objective

Apply “MATLAB Deep Learning Toolbox” using “Deep

Network Designer” to create a “custom Deep

Convolutional Neural Network” to create, define, train,

and deploy an “AI model” to “classify cervical X-rays

view types.”

Note: This research is an introductory example with

the main purpose of familiarize the reader on how to

develop more endless different “Deep Neural Network”

models for a diversity of Biomedical problems where an

“AI Model” can help in many to analyze, classify, predict,

detect abnormalities, and many other applications.

5.5.3.3 Background

“Cervical spine X-ray or C-Spine” are biomedical images

usually purpose of detect “neck pain or trauma,” to find

reasons for “upper limb weakness, numbness, or tingling”

[79]. The “standard CS spine X-rays” is a set of three

views taken: “anteroposterior view,” “lateral view,” and

“peg view.” Where:

� “Anteroposterior view” captures the “spine” from the

front.
� “Lateral view” captures the image from the “spine”

from one side.
� “Peg view” captures the upper part of the “cervical

spine” and requires the patient to open the mouth

wide.

“C-Spine X-Rays” are taken with the patient’s head in

“full flexion.” The patient is asked to bend the head for-

ward as far as possible, and to extend the neck backwards

as far as possible.

5.5.3.4 Specific objectives
� Use “MATLAB Deep Network Designer” from blank

network.
� Import from “Deep Network Designer” the folder with

the images dataset “X-rays C-Spine.”
� Plot the “Training data categories” and the

“Validation data categories” obtained from the dataset

folders.
� Design step by step a “custom Deep Convolutional

Neural Network (DCN)” using the “Deep Network

Designer” components.
� Analyze the “custom Deep Convolutional Neural

Network (DCN)” designed using the “Deep Network

Designer” to find possible errors in the “Neural

network.”
� Specify the “Training Options” using the “Solver

Adaptive Moment Estimation (ADAM)” as optimizer

for the “DCN,” and train it and retrain it if necessary,

until obtain an “accuracy $ 66%” in the “AI model.”
� Export the trained network model as MATLAB “net”

and “net structure information” as variables to the

MATLAB workspace.
� Load and test different “X-rays C-Spine” images to

classified them based on their standard views types

and obtain the “their class probabilities.”

5.5.3.5 Dataset

The “X-rays C-Spine” images dataset is organized in three

folders; in each folder there is 4 images of the same view

type as explained in the last section, these are: “C-Spine

Anteroposterior View,” “C-Spine Lateral View,” and “C-

Spine Peg View.” These folders and images with picture

size of resolution of “2273 227” pixels, they are shown

in Fig. 5.23:

482 Applied Biomedical Engineering Using Artificial Intelligence and Cognitive Models



5.5.3.6 Procedure

To develop the “custom Deep Convolution Neural

Network” using the MATLAB “Deep Network Designer”

that has the necessary “AI tools for design custom ANN,”

these are organized actually (they are updated frequently

adding more options) as follow: “Input,” “Convolutional

and Fully Connected,” “Sequence,” “Activation,”

“Normalization and Utility,” “Pooling,” “Combination,”

“Object Detection,” and “Output,” where:

� “Input” that allow specify layers for loading dataset

with the following options: “imageInputLayer,”

“image3dInputLayer,” “sequenceInputLayer,” and

“roiInputLayer.” Their descriptions are indicated in

top section of Fig. 5.24.
� “Convolutional and Fully Connected” that allow

integrate “net layer” as: “convolution2dLayer,”

“convolution3dLayer,” “groupedConvolution2dLayer,”

“transposedConv2dLayer,” “transposedConv3dLayer”

and “fullyConnectedLayer.” Their descriptions are

indicated in middle section of Fig. 5.24.
� “Sequence” that allows to define “sequence layers”

as: “lstmLayer,” “bilstmLayer,” “gruLayer,” “sequence

FoldingLayer,” “sequenceUnfoldingLayer,” “flatten

Layer,” and “wordEmbeddingLayer.” Their descrip-

tions are indicated in the lower section of Fig. 5.24.
� “Activation” that allows to define “activation layers”

as: “reluLayer,” “leakyReluLayer,” “clippedReluLayer,”

“tanhLayer,” “eluLayer,” and “softplusLayer” with their

descriptions indicated in top section of Fig. 5.25.
� “Normalization and Utility” that allows to define

“normalization types and utilities layers” as:

“batchNormalizationLayer,”

“crossChannelNormalizationLayer,”

“dropoutLayerm,” “crop2dLayer,” “crop3dLayer,”

“scalingLayer,” “quadraticLayer” with their descrip-

tions indicated in the middle section of Fig. 5.25.
� “Pooling” that allows to define “pooling and unpool-

ing types layers” as: “averagePooling2dLayer,”

“averagePooling3dLayer,”

“globalAveragePooling2dLayer,”

“globalAveragePooling3dLayer,”

“maxPooling2dLayer,” “maxUnpooling2dLayer,”

“maxPooling3dLayer,” “globalMaxPooling2dLayer,”

and “globalMaxPooling3dLayer” with their indicated

in bottom section of Fig. 5.25.
� “Combination” that allows to define “different

combination layers” as: “additionLayer,” “depth

FIGURE 5.23 Image Dataset “X-rays C-Spine” is organized in three folders according with the “Cervical Spine” standard views type. Note: This

images dataset is available in the companion directory of the book, in the following directory: “. . .\Exercises_book_ABME\CH5\MATLAB_Build_DCN

\X-rays C-Spine.”
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FIGURE 5.24 MATLAB Deep Network Designer layers menu part 1 of 3 with layers for: “Input,” “Convolution and Fully Connected,” and

“Sequence.”

FIGURE 5.25 MATLAB Deep Network Designer layers menu part 2 of 3 with layers for: “Activation,” “Normalization and Utility,” and “Pooling.”
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ConcatenationLayer,” and “concatenation Layer” with

their descriptions indicated in figure at the top section

of Fig. 5.26.

� “Object Detection” that allows to define “object detec-

tion method layers” as: “regionProposalLayer,”

“yolov2ReorgLayer,” “yolovTransformLayer,”

“anchorBoxLayer” and “ssdMergeLayer” with their

descriptions indicated in middle section of Fig. 5.26.

� “Output” that allows to define “different output types

layers” as: “softmaxLayer,” “classificationLayer,”

“regressionLayer,” “rpnSoftmaxLayer,” “rcnnBox

RegressionLayer,” “rpnClassificationLayer,” “pixel

ClassificationLayer,” “dicePixelClassificationLayer,”

“yolov2OutputLayer “and “focalLossLayer” with their

descriptions indicated at the bottom section of Fig. 5.26.

The steps to obtain an “AI model” for a “custom Deep

Convolutional Neural Network (DCN),” train it, validate

it and deploy it through the MATLAB Deep Learning

Toolbox” using “Deep Network Designer” are summa-

rized in Table of slides 5.7, where each step of the exam-

ple is visually explained using screen sequences with easy

to follow instructions.

FIGURE 5.26 MATLAB Deep Network Designer layers menu part 3 of 3 with layers for: “Combination,” “Object Detection,” and “Output.”
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Table of slides 5.7 MATLAB Deep Learning Toolbox using “Deep Network Designer” to create a “custom Deep Convolutional Neural Network” to obtain an AI

model to “classify Cervical X-rays view types.”

Slide Description Screen figure

1 Open your MATLAB software. Loading
“Deep Network Designer”
Go to the directory “...
\Exercises_book_ABME\CH5\
MATLAB_Build_DCN.” Open the script
“Classific_Simple_Net.m.” Copy and
paste “step 1) Load MATLAB Deep
Network Designer” in the command
prompt to load the:
“deepNetworkDesigner”



2 In the “MATLAB Deep Network
Designer”: Define a “General . Blank
Network”
Click in the “General network: Blank
Network” as indicated

(Continued )



(Continued)

Slide Description Screen figure

3 In the “MATLAB Deep Network
Designer”: “Data. Import Data”
In “MATLAB Deep Network Designer”
select the “Data” tab, then click on
“Import Data” icon, select on
“TRAINING: Data source5 Folder,”
click on the “Browse” button and
select the folder “X-rays C-Spine” and
finally click the “Import” button. Note:
Leave Validation5 30%



4 In the “MATLAB Deep Network
Designer”: “Data. Import Data—
Training plot”
A plot is generated for the selected
“training images classes versus number
of them in each class.” They are a total
of 9 images (observations), in three
classes: “C-Spine Anteroposterior
View,” “C-Spine Lateral View” and “C-
Spine Peg View” with three images
each

(Continued )



(Continued)

Slide Description Screen figure

5 In the “MATLAB Deep Network
Designer”: “Data. Import Data—
Validation plot”
A plot is generated for the selected
“validation images classes versus
number of them in each class.” They
are a total of three images for
validation (30% of observations), in
three classes with 1 observation each.
Finally, select the “Designer” tab



6 In the “MATLAB Deep Network
Designer”: “Designer.Design a Deep
Convolution Network”-INPUT
Click and drag an
“INPUT. ImageInputLayer” as shown
in the picture, verify that:
“Name5 imageinput,”
“InputSize5227,227,3,”
“Normalization5 zerocenter” and
“NormalizationDimension5 auto”

(Continued )



(Continued)

Slide Description Screen figure

7 In the “MATLAB Deep Network
Designer”: “Designer.Design a Deep
Convolution Network”-
CONVOLUTION
Click and drag an “CONVOLUTION
AND FULLY
CONNECTED. convolution2dLayer,”
and connect it with the previous
selection as shown in the picture,
verify that: “Name5 conv,”
“FilterSize5 3,3,” “NumFilters5 32,”
“Stride5 1,1,” “DilationFactor51,1,”
“Padding5 same” and accept the
others default parameters



8 In the “MATLAB Deep Network
Designer”: “Designer.Design a Deep
Convolution Network”—
NORMALIZATION
Click and drag an “NORMALIZATION
AND UTILITY.batch
NormalizationLayer,” and connect it
with the previous selection as shown in
the picture, verify that:
“Name5batchnorm,”
“Epsilon50.0001,”
“OffsetLearnRateFactor51,” and
accept the others default parameters

(Continued )



(Continued)

Slide Description Screen figure

9 In the “MATLAB Deep Network
Designer”: Designer.Design a Deep
Convolution Network”—ACTIVATION
Click and drag an
“ACTIVATION. reluLayer,” and
connect it with the previous selection
as shown in the picture, verify that:
“Name5 relu”



10 In the “MATLAB Deep Network
Designer”: Designer.Design a Deep
Convolution Network”—FULLY
CONNECTED
Click and drag an “CONVOLUTION
AND FULLY
CONNECTED. fullyConnectedLayer,”
and connect it with the previous
selection as shown in the picture,
verify that: “Name5 fc,”
“OutputSize5 3” because there are
three classes in this image dataset, and
accept the others default parameters

(Continued )



(Continued)

Slide Description Screen figure

11 In the “MATLAB Deep Network
Designer”: Designer.Design a Deep
Convolution Network—OUTPUT
Click and drag an
“OUTPUT. softmax,” and connect it
with the previous selection as shown in
the picture, verify that:
“Name5 softmax”



12 In the “MATLAB Deep Network
Designer”: Designer.Design a Deep
Convolution Network”—OUTPUT
Click and drag an
“OUTPUT. classificationLayer,” and
connect it with the previous selection
as shown in the picture, verify that:
“Name5 classoutput,”
“Classes5 auto,” “OutputSize5 auto,”
and accept the other
“LossFunction5 crossentropyex” as a
default parameter. Finally, click on
“Analyze” button

(Continued )



(Continued)

Slide Description Screen figure

13 In the “MATLAB Deep Network
Designer”: Designer.Design a Deep
Convolution Network”—ANALYZE
“Analyze” open the screen shown,
click on the first layer observe the
activation of “2273 2273 3,” “conv
with 2273 2273 32” because of the
number of filters, “fc with 13 133”
because of the three classes/categories,
and “classoutput” to be determined
after the classification is executed.
Note: “0 warnings” and “0 errors”



14 In the “MATLAB Deep Network
Designer”: “Training. Train”
Click on “Training” tab, then on
“Training Options.” At the “Training
Options” dialog screen select:
“Solver5 adam,” ““MaxEpochs530,”
and leave the other to their default.
Finally, click on “Close” button

(Continued )



(Continued)

Slide Description Screen figure

15 In the “MATLAB Deep Network
Designer”: “Training. Train”
Click on “Train” icon, two plots are
generated: “Accuracy (%) versus
Iteration” and “Loss versus Iteration.”
After some minutes the results are
shown with “Validation
Accuracy5100%” and the “Training
finished5Reach final iteration.” Note:
Retrain if you get lower values for
better “Accuracy”



16 In the “MATLAB Deep Network
Designer”: “Training. Export”
Click on “Export” button, then on
“Export Trained Network and Results.”
Press “Ok” button at the window
confirmation of the “Deep Network
Designer”

(Continued )



(Continued)

Slide Description Screen figure

17 In MATLAB workspace—“Script:
Classific_Simple_Net.m-Step 2) Load
image to evaluate using classification”
Verify that the Workspace has two
variables: “trained_Network1,” and
“trainInfoStruct_1.” Copy and paste the
step 2) Load image to evaluate using
classification, and a figure with the
image to evaluate is shown. Note:
Observe that the “X-rays image is from
a patient with surgery back brace
implanted”



18 In MATLAB workspace—“Script:
Classific_Simple_Net.m-Step 3) Classify
the new image”
Copy and paste the step “3) Classify the
new image,” and a figure with the
image classified and evaluated is
shown as a “C-Spine5C-Spine
Anteriorposterior View with 100% of
probability”

(Continued )



(Continued)

Slide Description Screen figure

19 MATLAB workspace “Script:
Classific_Simple_Net.m-Step 2) and
Step 3) for the other C-Spine X-rays in
this subdirectory”
Copy and paste the step “2) and 3) for
the other C-Spine in this subdirectory:
C-Spine-2.JPG and C-Spine-3.JPG,” to
classify them showing their
probabilities classes5100%. Finally
save all variables to a MAT-file for this
in the Home tab in the variable
section, click “Save Workspace” and
close all open figures



Conclusions

Applying “MATLAB Deep Learning Toolbox” using

“Deep Network Designer” tools allows to define, build,

train, and deploy an AI “custom Deep Convolutional

Neural Network (DCN) model” to “classify cervical X-rays

view types.” Type X-Rays image “C-Spine-1.JPG” loaded as

indicated in slide 17 and classified in slide 18; is from a

patient that had a “surgery back brace implanted,” and the

image was classified correctly for the “AI DCN model.”

Recommendations
� Increase the number of “X-rays C-Spine” images in the

dataset used on training, validation and test to increase

accuracy, defining two groups as “Healthy” and

“Cervical affected” patients, to detect “neck pain causes

and/or existing trauma” based on “bony structures,”

“cartilages,” and “soft tissue (ABCS)” [80].
� Applying “MATLAB Deep Learning Toolbox” using

“Deep Network Designer” tool allows to define, build,

train, and deploy many “AI neural networks types,” as

explained in Chapter 1, Biomedical Engineering and

the Evolution of Artificial Intelligence, of this book.

This chapter was based on two “ANN architectural and con-

nection types” plus a general net “Shallow Neural,” and a

special kind of learning known as “Transfer Learning from

pretrained Deep Learning Networks.” In the next chapter

other “ANN” complex architectures with special connections

are studied, such as “Recurrent Neural Networks,” “Memory

Augmented Neural Networks,” “Modular Neural Networks,”

and “Evolutionary Neural Networks” with examples and

research on biomedical engineering using existing “AI tools”

from “MATLAB” and “IBM Watson Studio.”
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Chapter 6

Deep Learning Models Evolution Applied
to Biomedical Engineering

6.1 Deep learning models evolution

In the last chapter we studied the underlying principle of

“Deep Learning” as the compositional nature of “neural

networks” inspired by the biological elements that form

the “human brain,” as a collection of “nodes” emulating

“brain neurons” and their “neuron synapses” connections

as primary elements based on combined primary ele-

ments, and their connections to form midlevel elements

identified as “Artificial Neural Networks (ANN)” such as:

“Feed Forward Neural Network,” “Backpropagation

Neural Networks,” “Shallow neural network,” their appli-

cations using “Transfer Learning from Pretrained Deep

Learning Network and the design of custom “ANN.”

In this chapter we focus on studying “Deep Learning

Models Evolution” that combine midlevel elements with

different connections “ANN” types to form more complex

networks types such as “Recurrent Neural Networks,”

“Memory Augmented Neural Networks,” “Modular

Neural Networks,” and “Evolutive Neural Networks* as

shown at Fig. 1.10 and Fig. 1.11.”

“Artificial Intelligence” is an exponential technology that is

continuously growing and evolving, and it is a rapid accel-

erating aspect of all our lives. I hope that you currently are

thinking in “ways to create or combine AI models to apply

in your different biomedical engineering projects”.

6.2 Recurrent neural networks types

Recurrent neural networks imply the use of recurrent or

feedback connections between neurons, as shown in

Fig. 6.1A. Such networks are “Turing complete,” in the

sense that they can learn any function, such as spatial and

temporal functions. Some frequently used examples of

Recurrent neural networks are shown in Chapter 1, fig-

ure 1.10, these are: Recurrent Neural Network (RNN)

vanilla, Long/short-term memory (LSTM), Gated recur-

rent unit (GRU) networks, Recurrent convolutional neural

networks (RCNN), Hopfield Network (HN), Boltzmann

Machine (BM), Restricted Boltzmann Machine (RBM),

Liquid State Machine (LSM), Echo State Network (ESN),

Korhonen Network (KEN), and many more.

6.2.1 Recurrent Neural Network vanilla

“Recurrent Neural Network (RNN) vanilla” takes the pre-

vious “output or hidden” states as “inputs” as indicated in

the “RNN general network” in Fig. 6.1B. The composite

input at time “t” has some historical information about

the happening at time “T, t.” An “RNN” is practically a

network with a loop, as shown in Fig. 6.1A. This means

that the “output” at the current time step becomes the

input to the next time step, with the characteristics that

each element considers not only the current input, but all

the preceding elements, as shown at the “RNN sequence

time” in Fig. 6.1C.

The “RNN models types” as shown in Fig. 6.1D, are:

“one to one,” “one to many,” “many to one,” “many to

many,” and “many to many with shifted time,” where:

� “One to one” is when the “RNN model” has “one input

x” and “one output y,” this means that “Tx 5 Ty 5 1’’

is defining the “traditional neural network” for many

“typical AI applications” as shown at Fig. 6.1D 1).
� “One to many” is when the “RNN model” has “one

input x” and “many outputs y” in a sequence of time

represented as ’’Tx 5 1; Ty . 1’’; this is frequently

used for “AI audio and music generation” as shown at

Fig. 6.1D 4).
� “Many to one” is when the “RNN model” has “many

inputs xn” and “one output y” in a sequence of time repre-

sented as ’’Tx . 1; Ty 5 1’’; this is frequently used for

“AI NLP sentiment generation” as shown at Fig. 6.1D 2).
� “Many to many” is when the “RNN model” has “many

inputs xn’’ and “many output yn’’ in a sequence of

time represented as ’’Tx 5 Ty’’; ’’ this is frequently

used for “AI NLP entity recognition” as a way to

extract information extraction that seeks to locate and

classify named entities in unstructured text into prede-

fined categories as shown at Fig. 6.1D 3).
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� “Many to many with shifted time” is when the “RNN

model” has “many inputs xn” and “many output yn’’ in

a shifted sequence of time represented as ’’Tx 6¼ Ty,”‘‘

this is frequently used for “AI NLP Machine transla-

tion” as a way to translate text or speech from one lan-

guage to another as shown at Fig. 6.1D 5).

Some currently used examples of “RNN” in “biomedi-

cal engineering” are:

� “Heart sound classification based on improved MFCC

features and convolutional recurrent neural networks”

by Deng et al. [1]. Based on the heart sound classifica-

tion, it plays a vital role in the early detection of car-

diovascular disorders, especially for small primary

health care clinics. In this paper a new heart sound

classification method is described based on improved

“Mel-frequency cepstrum coefficient (MFCC) fea-

tures” and “convolutional recurrent neural networks.”

The proposed deep learning framework can take

advantage of the encoded local characteristics

extracted from the “convolutional neural network

(CNN)” and the long-term dependencies captured by

the “recurrent neural network (RNN).”
� “Multichannel lung sound classification with convolu-

tional recurrent neural networks” by Messner et al.

[2] presents an approach for multichannel lung sound

classification, exploiting spectral, temporal and spatial

information. They propose a frame-wise classification

framework to process full breathing cycles of multi-

channel lung sound recordings with a “convolutional

recurrent neural network” from a collection of lung

sound recordings of lung-healthy subjects and patients

with “idiopathic pulmonary fibrosis (IPF).”
� “Classifying sleep�wake stages through recurrent

neural networks using pulse oximetry signals” by

Casal et al. [3] is on the regulation of the “autonomic

nervous system” changes with the sleep stages causing

variations in the physiological variables. It classifies

the sleep stages into “awake or asleep” using pulse

oximeter signals, applying a “recurrent neural net-

work” to heart rate and peripheral oxygen saturation

signals to classify the sleep stage every 30 seconds.

The network architecture consists of two stacked

layers of “bidirectional gated recurrent units (GRUs)”

and a “softmax layer” to classify the output.

“RNN” has the following advantages: [4] (1) model size is

not increased with size input; (2) input size can be of prac-

tically every size needed; (3) computation considers histori-

cal information, and others. The main disadvantage is that

computation is “slow taking more processing time.” “RNN”

models are mostly used in the fields of “Natural Language

Processing (NLP)” and “speech recognition.”

FIGURE 6.1 Recurrent Neural Network (RNN) vanilla: (A) RNN block diagram; (B) RNN general network; (C) RNN sequence time; and (D) RNN

Models types.
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6.2.2 Long/short-term memory

“Long/Short-Term Memory (LSTM)” is a special “RNN”

capable of learning long-term dependencies simulating in

its feedback connections a “general purpose computer.”

All “RNN” have the form of a chain of repeating modules

that are analyzed as a sequence in time, using a “tanh”

activation function in a single layer, as indicated in

Fig. 6.2A, and connected as repeating modules in time, as

indicated in Fig. 6.2D, where each line carries an entire

vector from the output of one node to the input of the

next one. “LTSM” have also the form of a chain of repeat-

ing modules with “LSTM gates,” as indicated in Fig. 6.2B

and connected as repeating modules in Fig. 6.2E. “LTSM”

has basically three types of memory cells an “Forget

Gate” that decides what information is updated or dis-

carded from the cell; an “Input Gate” that decides which

values from the input to update the memory state; and an

“Output Gate” that decides what to output based on the

input and the memory of the cell [5]. These operations

are made through “two buses or tracks: B1 and B2” and

“four layers: L1, L2, L3, and L4,” as shown in Fig. 6.2B

and their equation in Fig. 6.2C, where:

� “B1” is the bus or track that connects the four layers tak-

ing the last output “B15 yt21; ’’ “B2” is the bus or track
taking “the last cell state Ct21’’ and delivers at the end

the “actual cell state Ct.” It runs straight with two

pointwise: multiplication in “layer L1” and addition in

“layer L2.” “B2” at the end is the “actual cell state.”
� “L1” is known as the “forget gate layer” with “sig-

moid activation function” that outputs numbers

between “zero that indicate forget the actual value”

and “one that indicates stay with the actual value,”

describing how much of each component should be let

through to “B2” to alter the “actual cell state.” The

equation for “L1” representing this step is shown in

Fig. 6.2C.
� “L2” is known as the “input gate layer” with “sigmoid

activation function” that outputs numbers between

“zero to don’t store actual value” and “one to store

the actual value,” describing how much of each com-

ponent should store through to “L3” to alter the

“actual cell state.”
� “L3” is known as the “update the cell state.” It uses a

“tanh activation function” very similar to “sigmoid”

but with a range from “2 1 to 11” controlled by the

“input gate” from “L2” to add the new information or

not to the “actual cell state.”
� “L4” is known as the “Output Gate.” Here the decision

of what is going to be the output is taken. “L4” has in

first place an “sigmoid activation function” that deci-

des which parts of the cell state are going to be the

output, and finally places the cell state through a

“tanth activation function” to the output ’’yt:’’

FIGURE 6.2 Long/short-term memory (LSTM): (A) RNN module single layer; (B) LTSM module 4 layers; (C) shows the LTSM module 4 layers

equations, (D) RNN repeating modules single layer; and (E) LSTM repeating modules 4 layer.
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Some currently examples of “LSTM” in “Biomedical

Engineering” are:

� “Deep historical long short-term memory network for

action recognition” by Cai et al. [6] Due to the fact

that human action recognition technology has received

increasing interest recently a deep historical “long/

short-term memory network” for video-based tennis

action recognition and general action recognition was

developed. First, the spatial representations are

extracted from each frame using a “pretrained convo-

lutional neural network (CNN).” To describe the tem-

poral information, a stacked multilayer “long/short-

term memory network (LSTM)” was used with excel-

lent results.
� “Heart sound segmentation via Duration Long�Short

Term Memory neural network” by Chen et al. [7],

based on heart sound segmentation, which aims to

detect the first and second heart sounds in a “phono-

cardiogram.” It is an essential step to automatically

analyze “heart valve diseases.” In this paper, a

“Duration Long�Short-Term Memory network

(Duration LSTM)” is proposed as a method to investi-

gate real-world phonocardiogram datasets.
� “Abnormal heart sound detection using temporal

quasi-periodic features and long short-term memory

without segmentation” by Zhang et al. [8]. They pro-

posed a novel method for “abnormal heart sound

detection using temporal quasi-periodic features” and

“long/short-term memory without segmentation.” In

the proposed method, the “spectrogram of the heart

sound signal” is extracted using the “short-time

Fourier transform,” then “temporal quasi-periodic

features of the heart sound signal” are calculated by

the average magnitude difference function from the

spectrogram in different frequency bands, and finally

they extract the dependency relation within the tempo-

ral quasi-periodic features of the method by applying

“long/short-term memory.”

“LSTM” can be used for classifying, processing, and predic-

tions, because the “LSTM” process uses single data points as

imagens to sequences of data as text, speech, audio, and

video [9]. In summary, “Long/Short-Term Memory (LSTM) net-

works are a type of recurrent neural network capable of learn-

ing order dependence in sequence prediction problems.”

Note: Please see the example: “Research 6.1, sec-

tion 6.2.3.1 LSTM to Classify videos about human body

movements and detect human falls.”

6.2.3 Gated recurrent unit networks

“Gated Recurrent Unit (GRU)” is a variant recurrent neu-

ral networks (RNN) like a “long/short-term memory

(LSTM)” unit but “without an output gate” using a gating

mechanism. A “GRU” can be considered a specific varia-

tion of a “LSTM” unit because both have a similar design

and produce equal results in some cases. “GRU” uses a

gating mechanism to control and manage the flow of

information between cells in the neural network. “GRUs”

are able to solve the “vanishing gradient problem*” by

using an “update gate” and a “reset gate” as shown in the

“GRU module of 3 layers” in Fig. 6.3A, and its equations

in Fig. 6.3B, where:

� the “update gate” controls information that flows into

memory.
� the “reset gate” controls the information that flows out

of memory.
� The “update gate and reset gate” are two vectors that

decide which information will get passed on to the

output as shown in the sequence on time as a GRU

with three layers of repeating modules in Fig. 6.3C.

They can be trained to keep information from the

past or remove information that is irrelevant to the

prediction.

Some current examples of “GRU” in “Biomedical

Engineering” are:

� “Predictions for COVID-19 with deep learning models

of LSTM, GRU and Bi-LSTM” by Shahid et al. [10].

Proposed forecast models comprising “autoregressive

integrated moving average (ARIMA),” “support vector

regression (SVR),” “long/short term memory (LSTM),”

“bidirectional long/short-term memory (Bi-LSTM),”

and “Gated recurrent unit (GRU) networks” are

assessed for time series prediction of confirmed cases,

deaths, and recoveries due to COVID-19 in 10 major

countries affected. The performance of models is mea-

sured by mean absolute error, root mean square error,

and r2_score indices. In most cases, the “Bi-LSTM”

model outperforms in terms of endorsed indices. The

model ranking from good performance to the lowest in

entire scenarios are “Bi-LSTM,” “LSTM,” “GRU,”

“SVR,” and “ARIMA.”

� “A molecular generative model of ADAM10 inhibitors by

using GRU-based deep neural network and transfer

learning” by Shi et al. [11]. A “gated-recurrent-unit

(GRU)” network combined with transfer learning was

successfully employed to establish a molecular generative

model of ADAM10 inhibitors. The results showed that

the GRU-based generative model can learn accurately

the SMILES grammars of the molecules and is capable

of generating novel potential ADAM10 inhibitors.

� “Fused GRU with semantic-temporal attention for

video captioning” by Gao et al. [71]. A combination

of semantic and temporal attention for video caption-

ing with an end-to-end pipeline named “Fused GRU
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with Semantic-Temporal Attention (STA-FG),” can

explicitly incorporate the high-level visual concepts

for the generation of semantic-temporal attention for

video captioning. The encoder network aims to extract

visual features from the videos and predict their

semantic concepts, specifically, the decoder combines

both visual and semantic representation, and incorpo-

rates a semantic and temporal attention mechanism in

a “fused GRU network” to accurately learn the sen-

tences for video captioning.

Note*: Vanishing gradient problem occurs for the calculated

partial derivatives used to compute the gradient as one goes

deeper into the network. Since the gradients control how

much the network learns during training, if the gradients are

small or zero, then little to no training can take place, lead-

ing to poor predictive performance.

6.2.3.1 Research 6.1 LSTM to classify videos
about human body movements and detect
human falls

6.2.3.1.1 Case for research

“Obtain an LSTM model from MATLAB Deep Learning

Toolbox using a Deep Network Designer to classify and

then identify from videos from body movements as the

human falls.”

6.2.3.1.2 General objective

Apply “MATLAB Deep Learning Toolbox “to define, build,

train, and deploy an “LSTM Neural Network model to clas-

sify from human body movements captured in videos and

identify in new videos the kind of human body movements

with special emphasis on walking human falls.”

6.2.3.1.3 Specific objectives

� Load video dataset and convert frames to vectors and

save sequences.
� Create two partitions for training with 90% and valida-

tion 10% of the video dataset and visualize the

“Sequence length” from all videos.
� Define, create, visualize, analyze, and train the custom

“LSMT NN” using the MATLAB “Deep Network

Designer” available in the “MATLAB Deep Learning

Toolbox.”
� Export the “LSMT network model” to be integrated in

the “pretrained GoogLeNET.”
� Assemble the “Pretrained GoogleNet net and LSTM”

for “Video Classification”.
� “Classify using new video data with human body

movements to detect as human falls."

6.2.3.1.4 Background for “Walking Human falls”

“During walking each step is really a tiny fall, and it can

be represented by a mathematical model.” Human falls are

FIGURE 6.3 Gated recurrent unit (GRU) networks: (A) GRU module 3 layers; (B) GRU module 3 layers equations; and (C) GRU repeating modules

3 layers.
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possible for many reasons but they have more severe con-

sequences in seniors; a fall can be devastating in old age

when the probability of risk of falling is increased along

with serious injuries. According to the “Center for Disease

Control and Prevention” elderly fall statistics [12]:

� One in four seniors experiences a fall every year.
� Every 11 seconds, a senior is treated for a fall in the

emergency room.
� Every 19 minutes, a senior dies from a fall.

The main key risk factors for falls in the elderly are:

� Muscle weakness, arthritis, balance, and gait problems.
� Visual impairments.
� Medication-induced sleepiness/dizziness.
� Environmental hazards.
� Chronic conditions, such as:

x “Heart disease” based on their symptoms, such as

low blood pressure, heart failure, and arrhythmias

that can lead to fainting;

x “Brain disease” such as epilepsy, Parkinson’s

disease, Alzheimer’s disease, and other cognitive

disorders;

x “Diabetes” that can lead to visual impairments,

numbness in the legs, and, in extreme cases, dia-

betic coma;

x “Inner ear problems,” as the most important organ

for our sense of balance is located in our inner ear,

problems with it can cause vertigo;

x “Alcoholism,” especially alcohol abuse paired with

certain medications, can easily cause a person

to fall;

x And many others.

Falls in the older population are public health and

community problems with adverse physical, medical,

psychological, social, and economic consequences.

Some of the consequences are disability and deformity,

curtailment of routine social activities, fear of repeated

falls, cost of medical care associated with injuries, and

loss of income.

6.2.3.1.5 Dataset

The “image dataset is a small recompilation of 36 videos

in MP4 format” organized into three categories of

human movements as “fall,” “run,” and “walk,” as

shown in Fig. 6.4. With the main goal being “proof of

the concept that walking human fall can be detected

using videos applying an LSMT AI model,” so that an

alarm signal is raised for personnel to assist the patients

falls in care homes, assisted living and senior care, hos-

pitals, etc.

FIGURE 6.4 The Image Dataset “humanMov” is organized in three folders according to three basic human body movement videos in “MP4” format:

“fall,” “run,” and “walk.”
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Note: This images dataset is available in the companion

directory of the book, in the following folder “. . .\Exercises_
book_ABME\CH6\MATLAB_LSTM_videos.”

6.2.3.1.6 Procedure

The steps to “Obtain an LSTM model from MATLAB

Deep Learning Toolbox using a Deep Network Designer

to classify the human body movements on videos and to

detect walking human falls” are summarized in Table of

slides 6.1 and each step of the example is visually

explained using screen sequences with instructions in

easy to follow figures.
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Table of slides 6.1 Steps for MATLAB Deep Learning toolbox to create an LSTM NN to classify videos about human body movements and detect walking human falls.

Slide Description Screen figure

1 Open your MATLAB to “LSTM to
Classify videos”—Step 1) Load
video data & Convert Frames to
Vectors and saves sequences.
Go to the directory
“. . .\Exercises_book_ABME\CH6\
MATLAB_LSTM_videos.” Open the
script “lsmtVideosClassify.m.” Copy
and paste in the command prompt:
“Step 1) Load video data & Convert
Frames to Vectors and saves
sequences.” It shows on the screen
a sample from the sequences
generated from the video data



2 MATLAB for “LSTM to Classify
videos”—Step 2) Partition data and
visualize sequence lengths.
Copy and paste in the command
prompt: “2) Partition data and
visualize sequence lengths.” It
shows in a figure the “Sequence
Lengths versus Frequency”
generated from the video data.
Note: Excessive sequence length
will make to take longer to process
and be with less accuracy the AI
model

(Continued )



(Continued)

Slide Description Screen figure

3 MATLAB for “LSTM to Classify
videos”—Step 3) Create, visualize,
analyze, and export the custom
LSTM Network
Copy and paste in the command
prompt: “Step 3) Create, visualize,
analyze, and export the custom
LSTM Network.” Results showed in
a command prompt:
“numFeatures5 1024” and
“numClasses5 3” in the video
dataset. Then, call the “Deep
Network Analyzer”



4 MATLAB “LSTM to Classify
videos”—Step 3) Create, visualize,
analyze, and export a custom LSTM
Network: “From Workspace”
In the “Deep Network Designer”
initial screen Select “From
Workspace,” then in the next screen
select “Layers array with 6 layers”
and accept by clicking the “Ok”
button

(Continued )



(Continued)

Slide Description Screen figure

5 MATLAB “LSTM to Classify
videos”—Step 3) Create, visualize,
analyze, and export the custom
LSTM Network: “net diagram”
Visualize in the “Deep Network
Designer” the “custom LSTM net
with 6 layers.” Finally, press the
“Analyze” button



6 MATLAB “LSTM to Classify
videos”—Step 3) Create, visualize,
analyze and export the custom
LSTM Network: “Net Analyzer”
The “Deep Learning Network
Analyzer” must shows the “6 layers,
with 0 warnings and 0 errors.”
Close and go back to the “MATLAB
workspace” screen

(Continued )



(Continued)

Slide Description Screen figure

7 MATLAB “LSTM to Classify
videos”—Step 4) Specify options,
train LSTM Network and classify
accuracy: “Net Training”
Copy and paste in the command
prompt: “Step 4) Specify options,
train LSTM Network and classify
accuracy.” It will open the
“Training Progress” screen. Note: It
will take some time for the training
based on 3 classes and amount of
videos, size of them, “MaxEpochs”
specified and the speed of hardware
available



8 MATLAB “LSTM to Classify
videos”—Step 4) Specify options,
train LSTM Network, and classify
accuracy: “Training Progress
screen”
The “LSTM NN model training
screen” shows two Figures:
“Accuracy versus Iteration” and
“Loss versus Iteration.” The result
obtained after 84 min using a
“Hardware resource5 Single CPU”
it with an “Accuracy5 87.50%.”
Note: This accuracy can improve
with bigger videos dataset

(Continued )



(Continued)

Slide Description Screen figure

9 “LSTM to Classify videos”—Step 5)
Assembly: Pretrained GoogleNet
net and LSTM for Video
Classification: “Assembly specs”
The “Assembly of both networks:
Pretrained GoogleNet net and a
custom LSTM for Video
Classification is made in this steps
and can be visualized as indicated
in the next 2 slides.” A pause is in
this step, switch to the “Deep
Network Designer” please press
space to continue



10 MATLAB “LSTM to Classify
videos”—Step 5) Assemble:
Pretrained GoogleNet net and LSTM
for Video Classification: “Original
GoogLeNet”
In the “Deep Network Designer”
that shows the custom LSTM NN
select “New,” then in the next
screen select “From Workspace” as
indicated in the slide

(Continued )



(Continued)

Slide Description Screen figure

11 MATLAB “LSTM to Classify
videos”—Step 5) Assemble:
Pretrained GoogleNet net and LSTM
for Video Classification: “Original
GoogLeNet”
In the “Deep Network Designer” in
the “Import Network” dialog select
the assembly net “cnnLayers—
LayerGraph with 144 Layers,” then
click on the “OK” button. Finally,
“accept to clear the current network
from the app?”



12 “LSTM to Classify videos”—Step 5)
Assembly: Pretrained GoogleNet
net and LSTM for Video
Classification: “Original
GoogLeNet”
In the “Deep Network Designer”
showing the “GoogLeNet Layer
Graph with 144 Layers,” “Zoom in”
the beginning and in the end as
shown in the next slide

(Continued )



(Continued)

Slide Description Screen figure

13 “LSTM to Classify videos”—Step 5)
Assembly: Pretrained GoogleNet
net and LSTM for Video
Classification “Original GoogLeNet”
In the “Deep Network Designer”
shows at the top, the “first
layer5data (imageInputLayer)” of
“GoogLeNet” will be removed, and
at the bottom the screen shows the
end where the last 4 layers: “pool5-
drop_7x7_s1”, “loss3-classifier”,
“prob” and “output “will also be
removed and then replaced. Go
back to MATLAB and press enter to
continue the script



14 “LSTM to Classify videos”—Step 5)
Assembly: Pretrained GoogleNet
net and LSTM for Video
Classification: “Assembled net”
In the “Deep Network Designer”
that shows the original
“GoogLeNet” select “New,” then in
the next screen select “From
Workspace” as indicated

(Continued )



(Continued)

Slide Description Screen figure

15 “LSTM to Classify videos”—Step 5)
Assembly: Pretrained GoogleNet
net and LSTM for Video
Classification: “Assembled net”
In the “Deep Network Designer” in
the “Import Network” dialog select
the assembled net “net-
DAGNetwork with 148 layers,”
then click on the “OK” button.
Finally, “accept to clear the current
network from the app?”



16 “LSTM to Classify videos”—Step 5)
Assembly: Pretrained GoogleNet
net and LSTM for Video
Classification: “Assembled net”
In the “Deep Network Designer”
showing the “Assembled Net Layer
Graph with 148 Layers,” “Zoom in”
the beginning and in the end as
shown in the next two slides

(Continued )



(Continued)

Slide Description Screen figure

17 “LSTM to Classify videos”—Step 5)
Assembly: Pretrained GoogLeNet
net and LSTM for Video
Classification: “Beginning of
assembled net”
In the “Deep Network Designer”
showing at the top of the
ensembled net, the “first
layer5 input (sequenceInputLayer)”
and the “Second layer5 fold
(sequenceFolfingLayer) that replace
the first layer of the original trained
“GoogLeNet”



18 “LSTM to Classify videos”—Step 5)
Assembly: Pretrained GoogleNet
net and LSTM for Video
Classification: “The End of net”
In the “Deep Network Designer”
showing the assembled net at the
bottom, the “unfold
(sequenceUnfoldingLayer),” “Flatten
(flattenLayer),” and the “custom
LSMT net” designed and trained in
the first part of this research tutorial.
Finally press the “Analyze” button

(Continued )



(Continued)

Slide Description Screen figure

19 “LSTM to Classify videos”—Step 5)
Assembly: Pretrained GoogleNet
net and LSTM for Video
Classification: “Net Analyzer”
The “Deep Learning Network
Analyzer” must show the result for
the ensembled net with “148 layers,
with 0 warnings and 0 errors.”
Close and go back to the screen of
MATLAB workspace, “press enter”
on the keyboard to continue from
the pause



20 “LSTM to Classify videos”—Step 6)
Classify Using New Video Data to
“detect human body movements as
falls”
Copy and paste in the command
prompt: “Step 6) Classify Using
New Video Data to detect human
body movements like falls.” In this
step the video named “Fall_14.
MP4” is classified for the LSTM NN
and it is categorized as “Fall.” You
can try other videos included in this
subdirectory. Close all and exit
MATLAB



Conclusions

Using “Obtain an LSTM model from MATLAB Deep

Learning Toolbox using a Deep Network Designer to create

an LSTM NN to Classify videos about human body move-

ments and detect walking human falls,” new videos can be

classified using the AI model obtained to assign their cate-

gories or classes.

Recommendation

This kind of “LSTM model” can be applied to a diversity

of video datasets to be analyzed in different topics in bio-

medical engineering.

6.2.4 Recurrent convolutional neural networks

“Recurrent convolutional neural networks (RCNN)” are

basically a “convolutional neural network (CNN)” and a

“recurrent neural network (RNN),” as indicated in

Fig. 6.5A. Where the “RNN” includes lateral and feed-

back connections. “Feed forward neural networks”

provide the dominant model of how the brain performs

visual object recognition. However, these networks

lack the lateral and feedback connections, and the result-

ing “recurrent neuronal dynamics,” of the ventral

visual pathway in the human and nonhuman primate

brain [13].

There are basically four types of connection in “RCNN”;

these are “bottom-up (B),” “bottom-up lateral (BL),”

“bottom-up top-down (BT) and “bottom-up lateral top-

down (BLT) as shown at Fig. 6.5B” Combining these four

types of connections between layers allow “RCNN” to have

the “ability to recognize objects using computer vision” in

different applications suggesting the “recurrent connections

in biological brains” [14].

6.2.5 Regional-Convolutional Neural Network

Object detection in AI models

“Computer vision” is an interdisciplinary field of

“Computer Science” and “Electrical and Computer

Engineering” that has grown exponentially thanks to the

application of “Deep Learning” in a wide diversity of

applications. We focus in this section on “object detection

and their application in Biomedical Engineering.” The

difference between “classification and object detection”

is a “bounding box or many of them to indicate a

“Region” for objects of interest within the images,” that

we know before training. The standard “CNN” cannot

handle different spatial locations with different ratios,

because this will require a huge number of regions taking

an exceptionally long computational process requiring

FIGURE 6.5 Recurrent Convolutional Neural Networks (RCNN): (A) RCNN is a combination of CNN1RNN and (B) RCNN basically has four

types of connections between layers.
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enormously powerful hardware. There are some “AI pro-

cedures to resolve this problem” such as “Regional-

Convolutional Neural Network (R-CNN),” “Fast R-CNN,”

“YOLO,” and others.

� “Regional-Convolutional Neural Network (R-CNN)” is

an algorithm that uses a selective search to extract

only “n” regions that avoid classifying a huge number

of regions into their respective classes. The main

drawback is a fixed algorithm, that cannot be imple-

mented in real-time applications.

� “Fast Regional-Convolutional Neural Network (Fast

R-CNN)” is like the “R-CNN” but the “convolution is

made only one time per image and a feature map is

generated from it.” “Fast R-CNN” identifies the region

of proposals and warps them into squares and using a

combination of “Pooling layer” reshapes them into

a fixed size so that they can be fed into a fully

connected layer. Then, a “Softmax layer” and a

“Classification Layer” is applied to predict the class

of the proposed region and the offset values for

the bounding box, as shown in the “Research 6.2,

section 6.2.5.1 MATLAB Deep Learning Toolbox to

create an R-CNN for object detection of breast tumor

in mammogram.”

� “You Only Look Once (YOLO)” is a real-time object

detection that is based on a single neural network to

the full image. This network divides the image into

regions and predicts bounding boxes and probabilities

for each region. These bounding boxes are weighted

by the predicted probabilities.

Some currently used examples of “Regional-

Convolutional Neural Network (R-CNN)” in “Biomedical

Engineering” are:

� “Deep learning framework based on integration of S-

Mask R-CNN and Inception-v3 for ultrasound image-

aided diagnosis of prostate cancer” by Liu et al. [72].

The ultrasound images of the prostate sometimes

come with serious speckle noise, low signal-to-noise

ratio, and poor detection accuracy. To overcome this

shortcoming, a deep learning model that integrates S-

Mask R-CNN and Inception-v3 in the ultrasound

image-aided diagnosis of prostate cancer is proposed

in this paper. The improved S-Mask R-CNN was used

to realize the accurate segmentation of prostate ultra-

sound images and generate candidate regions.

� “FibeR-CNN: Expanding mask R-CNN to improve

image-based fiber analysis” by Frei and Kruis [73].

Fiber-shaped materials (e.g., carbon nanotubes) are of

great relevance, due to their unique properties but also

the health risk they can impose. They propose the use

of region-based convolutional neural networks “R-

CNNs” to automate this task. “Mask R-CNN,” most

widely used for semantic segmentation tasks, is prone

to errors when it comes to the analysis of fiber-shaped

objects. Hence, a new architecture “FibeR-CNN” is

introduced and validated. FibeR-CNN combines two

established R-CNN architectures (Mask and Keypoint

R-CNN) and adds additional network heads for the

prediction of fiber widths and lengths. As a result,

FibeR-CNN can surpass the mean average precision of

Mask R-CNN by 33% (11 percentage points) on a

novel test data set of fiber images.
� “Computer-aided detection of COVID-19 from X-ray

images using multi-CNN and Bayesnet classifier” by

Abraham and Nair [15]. The gold standard for diag-

nosing “COVID-19” is a “reverse transcription-

polymerase chain reaction (RT-PCR)” test. However,

the facility for “RT-PCR test” is limited, which causes

early diagnosis of the disease difficult. Easily avail-

able modalities like X-rays can be used to detect spe-

cific symptoms associated with “COVID-19.”

Pretrained convolutional neural networks are widely

used for computer-aided detection of diseases from

smaller datasets. This paper investigates the effective-

ness of “multi-CNN,” a combination of several “pre-

trained CNNs,” for the automated detection of

“COVID-19” from X-ray images.

The standard “CNN” cannot handle different spatial loca-

tions with different ratios, because this will require a huge

number of regions taking an exceptionally long computa-

tional process requiring enormously powerful hardware. By

contrast, “R-CNN” allows object detection, and it is very

useful in biomedical engineering images analysis.

6.2.5.1 Research 6.2 Regional-CNN model for
object detection of breast tumor in
mammogram

6.2.5.1.1 Case for research

“Obtain an R-CNN model from MATLAB Deep Learning

Toolbox classification for object detection of breast tumor

in mammogram.”

6.2.5.1.2 General objective

Apply “MATLAB Deep Learning Toolbox “to define,

build, and train an “R-CNN Neural Network model to

classify for object detection of breast tumor in

mammograms.”

6.2.5.1.3 Specific objectives

1. Open MATLAB for “R-CNN for object detection as

breast tumor”—Load the table of labels of mammo-

gram images, and MATLAB path to this directory.
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2. Use the “deepNetworkDesigner” to visualize the layer

of the “custom R-CNN,” see the properties for each

layer, and “analyze the R-CNN net.”

3. Define Options for the Training and “Train R-CNN

for object detection of breast tumors.”

4. Testing new “mammogram images” with the “R-CNN

model to detect tumor breast.”

5. Display the “mammogram image with its breast tumor

region” applying “R-CNN object detection with its

best probability or score.”

6.2.5.1.4 Background for “breast tumors in
mammogram”

The image of the breast is taken by “low-dose X-rays”

bioinstruments, known as a “mammogram.” The images

are taken on a black background and the breast is shown

in grays and whites; denser tissues, connective tissues,

and glands show up in white. Any area that does not look

like a normal tissue show as areas of white as high-

density tissue, and it is important to take note of their

size, shape, and edges. A “lump” or “tumor” shows up as

a white area on a “mammogram.” Breast abnormalities*

are usually a “mass” detected in a breast, which could be

a “tumor,” “cyst,” “calcifications,” “fibroadenomas,” or

“scar tissue.”

6.2.5.1.5 Dataset

The dataset consists of two folders with 10 low-dose X-

rays of patients with breast tumors as shown at

figure Fig. 6.6: the top folder under the name

“breastTumor” contains “10 original breast X-rays” , and

the botom folder under the name “breastTumorLabel” has

“the same 10 breast X-rays labeled, indicating inside a

rectangle the region of breast to be trained for object

detection”.

Note: This images dataset is available in the compan-

ion directory of the book, in the following folder

“. . .\Exercises_book_ABME\CH6\MATLAB_R-CNN.”

6.2.5.1.6 Procedure

The steps to obtain an “R-CNN model from MATLAB

Deep Learning Toolbox classification for object detection

of breast tumor in mammogram” [16] are summarized in

Table of slides 6.2, and each step of the example is visu-

ally explained using screen sequences with instructions in

easy to follow figures.

FIGURE 6.6 The image dataset for breast tumor is organized in two folders: (A) “breastTumor” containing “10 original breast X-rays” and

(B) “breastTumorLabel” with the same 10 breast X-rays labeled, indicating inside “a rectangle the region of breast to be trained for object detection.”
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Table of slides 6.2 Steps for MATLAB Deep Learning Toolbox to R-CNN model from MATLAB Deep Learning Toolbox classification for object detection of breast

tumor in mammogram.

Slide Description Screen figure

1 Open MATLAB for “R-CNN for
object detection as breast
tumor”—Step 1) Load table of
labels, R-CNN layers. and add
images path
Go to the directory
“. . .\Exercises_book_ABME\CH6
\MATLAB_R-CNN.” Open the
script “detectBreastTumorRCNN.
m.” Copy and paste in the
command prompt: “Step 1) Load
table of labels, R-CNN layers and
add Mammogram path.” Double
click the variables: “breastTumor
10x2 of imageFilename and
breastTumorXYWH” as positions
from left bottom “corner
X5 horizontal & Y5Vertical,
W5width, and H5 height” and
“layersRCNN.” Finally, call
“deepNetworkDesigner” to
visualize the net and analyze it

(Continued )



(Continued)

Slide Description Screen figure

2 MATLAB for “R-CNN for object
detection as breast tumor”—
Notes: About the breast tumpor
labels variable.
Notes: The MATLAB variable
“breastTumor” is a table 103 2
that has the “imageFilename” and
position of the breast tumor of
21173 2606, and the object to
detect is the “tumor breast
formation” indicated with a
rectangle as “XYWH” for each of
the 10 images provided in the
folder “breastTumorLabel.” The
table can be generated by
MATLAB tool in “Computer Vision
Toolbox” known as “Image
Labeler”



3 MATLAB for “R-CNN for object
detection as breast tumor”—
Importing R-CNN layers to the
“deepNetworkDesigner”
In the home screen of the
“deepNetworkDesigner” select
“workspace”, then select the
variable: “layersRCNN—Layer
array with 15 layers,” finally click
on “OK” button

(Continued )



(Continued)

Slide Description Screen figure

4 MATLAB for “R-CNN for object
detection as breast tumor”—R-
CNN 15 layers and zooming into
‘imageInputLayer’
The top screen shows the
complete “R-CNN with 15 layers,
14 connections for classification.”
“Zoom in” to the beginning of the
net to check the properties of the
first layer: ‘imageInputLayer”



5 MATLAB for “R-CNN for object
detection as breast tumor”—R-
CNN layers: ‘convolution2dLayer”
and ‘maxPooling2dLayer’
The top screen shows the
‘convolution2dLayer’ and its
properties. The bottom screen
shows the ‘maxPooling2dLayer’
and its properties

(Continued )



(Continued)

Slide Description Screen figure

6 MATLAB for “R-CNN for object
detection as breast tumor”—R-
CNN layers: ‘reluLayer’ and
‘convolution2dLayer’
The top screen shows the
‘reluLayer’ and its properties. The
bottom screen shows the
‘convolution2dLayer’ and its
properties



7 MATLAB for “R-CNN for object
detection as breast tumor”—R-
CNN layers: ‘reluLayer’ and
‘averagePooling2dLayer’
The top screen shows the
‘reluLayer’ and its properties. The
bottom screen shows the
‘averagePooling2dLayer’ and its
properties

(Continued )



(Continued)

Slide Description Screen figure

8 MATLAB for “R-CNN for object
detection as breast tumor”—R-
CNN layers: ‘convolution2dLayer’
& ‘reluLayer’
The top screen shows the
‘convolution2dLayer’ and its
properties. The bottom screen
shows the ‘reluLayer’ and its
properties



9 MATLAB for “R-CNN for object
detection as breast tumor”—R-
CNN layers:
‘averagePooling2dLayer’ and
‘fullyConnectedLayer’
The top screen shows the
‘averagePooling2dLayer’ and its
properties. The bottom screen
shows the ‘fullyConnectedLayer’
and its properties

(Continued )



(Continued)

Slide Description Screen figure

10 MATLAB for “R-CNN for object
detection as breast tumor”—R-
CNN layers: ‘reluLayer’ and
‘fullyConnectedLayer’
The top screen shows the
‘reluLayer’ and its properties. The
bottom screen shows the
‘fullyConnectedLayer’ and its
properties



11 MATLAB for “R-CNN for object
detection as breast tumor”—R-
CNN layers: ‘softMaxLayer’ and
‘classificationLayer’
The top screen shows the
‘softMaxLayer’ and its properties.
The bottom screen shows the
‘classificationLayer’ and its
properties, be sure that the
“OutputSize5 auto.” Finally, click
on “Analyze” button

(Continued )



(Continued)

Slide Description Screen figure

12 MATLAB for “R-CNN for object
detection as breast tumor”—R-
CNN layers: Net Analyzer
The “Deep Learning Network
Analyzer” must indicate the status
of the “15 layers,” with “0
warnings” and “0 errors.” Go
back to the MATLAB workspace
to continue



13 MATLAB for “R-CNN for object
detection as breast tumor”—Step
2) Define Options for Training &
Train R-CNN detector
Copy and paste in the command
prompt: “Step 2) Define Options
for Training & Train R-CNN
detector.” Where the “train
options” are defined with its
parameters, the “training for
objects detection” is made, and
their progress is shown as a
table for the “40-epoch”
processed in “one CPU in
4:29 min” with
“Accuracy5 90.63%”. Note: This
values depends of the processor
speed on your computer

(Continued )



(Continued)

Slide Description Screen figure

14 MATLAB “R-CNN for object
detection as breast tumor”—Step
3) Testing R-CNN detector for
breast tumors in mammogram
Copy and paste in the command
prompt: “Step 3) Testing R-CNN
detector for Detect objects using
Fast R-CNN.” The image to test is
loaded, and the variables for the
best detection are calculated:
‘bbox’ (object coordinates
XYWH), ‘score’ (best
probabilities), and ‘label’ (labels
for best probability)



15 MATLAB for “R-CNN for object
detection as breast tumor”—Step
4) Display image with object
detection with best probability or
score
Copy and paste in the command
prompt: “Step 4) Display image
with object detection with best
probability.” The mammogram
image is added with the insertion
of the object annotation: ‘bbox’
(object coordinates XYWH),
‘score’ (best probabilities), and
‘label’ (labels for best probability).
Finally, the “breastTumor”
directory add at the beginning to
the path is remove from the
Matlab path



Conclusions

“R-CNN model from MATLAB Deep Learning Toolbox

classification for object detection of breast tumor in mam-

mogram” [17], allows obtaining an AI model to detect

objects and classify them as assigned to their categories or

classes.

Recommendation

This kind of “R-CNN model” can be applied to a diver-

sity of dataset to detect special areas in images in different

topics in biomedical engineering.

6.2.6 Hopfield Network

“Hopfield Network (HN)” is a form of “recurrent artifi-

cial neural network” that can reconstruct data after being

fed with corrupt versions of the same data. It usually

works by “first learning several binary patterns and then

returning the one that is the most like a given input.”

“Hopfield networks” also provide a model for understand-

ing human memory; they can be described as a network

of nodes, representing neurons that are connected by

links, each unit has one of two states at any point in time

and vectors/matrices representing the state of each node.

The links represent the connections between nodes, and

they are symmetrical. The specific purpose of the “HN” is

to store one or more patterns and then recall the full pat-

tern based on partial input from them as “associative

memory.” This is made using a special net architecture

where all of its network is fully interconnected nodes con-

sidered as input to a single visible layer and no outputs,

as shown in Fig. 6.7A. The units in the nodes “Hopfield

networks” have binary threshold units from “1 to 21” or

“1 to 0,” where the connection has been specified under

the following restrictions: (1) wi;i 5 0 meaning that no

node has a connection with itself, and ð2Þ wi;j 5wj;i

meaning that connections are symmetrical. The “weight

matrix” differentiates the behavior of an one Hopfield net-

work from another in a recursive way. The updating

in the binary states zi in its nodes are defined as:

zi 5
1 1 if

P
jwi; jNj $ θi

2 1 otherwise

� �
; and the specific “HN”

has a value named “Energy (E)” that represents the

total state of the network, represented as:

E52 1
2

P
i; j wi;jNiNj 1

P
i θiNi; as indicated in

Fig. 6.7B. The updating or correction can be

“Asynchronous,” where only one unit it is updated at a

time, or “Synchronous,” where all units are updated at the

same time. Under repeated updating, the “HN” will even-

tually converge to a state which is the local minimum in

the energy function.

Some currently used examples of “Hopfield Network

(HN))” in “Biomedical Engineering” are:

� “Identification of noisy dynamical systems with param-

eter estimation based on Hopfield neural networks” by

FIGURE 6.7 Hopfield Network (HN): (A) HN architecture, and (B) HN equations.
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Atencia et al. [74], where an algorithm for estimating

time-varying parameters of dynamical systems is pro-

posed within the large family of prediction error meth-

ods. The algorithm is based on the ability of “Hopfield

neural networks” to solve optimization problems,

since its formulation can be summarized as minimiza-

tion of the prediction error by means of a “continuous

Hopfield network” that eventually destabilizes a

closed control loop.
� “Human fringe skeleton extraction by an improved

Hopfield neural network with direction features” by

Huang et al. [75], where the fringe skeleton is a useful

means of shape description of three-dimensional (3D)

human bodies. A new method is proposed to extract

the human fringe skeleton by matching feature points

of the torso and tracking on the direction of the limb.

They primarily extract the depth direction feature

based on the coronal plane of a 3D human model. By

introducing three transverse cross sections on the torso

and the concept of triangle pairs, the extraction result

of the coronal plane and its depth direction feature

will not be affected by shading and interference of the

limb on different postures. With the local direction

feature, an improved Hopfield neural network

(IMHNN) is used to locate feature points of any posi-

tion by matching feature points of the template model

and the personalized target model.

The “Hopfield network” is unsupervised and it is commonly

used for autoassociation memorizing paths, denoising

inputs images, and optimization tasks. “HN” can be used in

many biomedical applications, such as modeling brain dis-

orders like “Traumatic Brain Disorders,” analyzing brain’s

physical damage in MRI images, memorizing genes expres-

sions [18], detecting “NLP” for text paths, “images paths”

applications, and many others.

6.2.6.1 Research 6.3 Hopfield Network model
to reconstruct noisy chest X-ray images

6.2.6.1.1 Case for research

“Obtain an HN model from MATLAB Deep Learning

Toolbox to reconstruct noisy chest X-ray images.”

6.2.6.1.2 General objective

Apply “MATLAB Deep Learning Toolbox “to define,

build, and train an “HN Neural Network model to recon-

struct noisy chest X-ray images.”

6.2.6.1.3 Specific objectives

� Read training chest X-ray images dataset.
� Train all chest X-ray images stored in the train

directory.

� Load a test image stored at the test directory.
� Used HM model to compare test with trained images

and reconstruct it.

6.2.6.1.4 Background for “chest X-ray images”

“Chest X-rays” show images of heart, lungs, blood ves-

sels, airways, and the bones of the chest and spine. The

image helps a doctor determine whether you have heart

problems, a collapsed lung, pneumonia, broken ribs,

emphysema, cancer, or any of several other conditions.

Some people have a series of chest X-rays done over

time to track whether a health problem is getting better

or worse. A “chest X-ray” can reveal [19]:

� “Lungs conditions,” such as detect of cancer, infec-

tion, or air collecting in the space around a lung,

which can cause the lung to collapse. They can also

show chronic lung conditions, such as emphysema or

cystic fibrosis.
� “Heart-related lung problems” can show changes or

problems in lungs that stem from heart problems, such

as fluid in lungs can be a result of “congestive heart

failure.”
� “Size and outline of heart,” which may indicate a heart

failure.
� “Blood vessels,” such as large vessels near the heart:

aorta and pulmonary arteries and veins, which may

reveal aortic aneurysms, other blood vessel problems,

or congenital heart disease.
� “Calcium deposits in heart and vessels” may indicate

fats and other substances in your vessels, which can

damage heart valves, coronary arteries, heart muscle,

or the protective sac that surrounds the heart. Calcified

nodules in lungs are most often from an old, resolved

infection.
� “Fractures in Rib or Spine fractures or other problems

with bones.”
� “Postoperative chest changes.”

The most frequently requested chest X-ray images are

posterior-anterior (PA) X-ray or the PA X-ray, and the

lateral chest X-ray. Others are the decubitus view, the lor-

dotic view, the inspiration/expiration series, chest fluoros-

copy, dual-energy chest X-ray, digital tomography, or

tomosynthesis.

6.2.6.1.5 Dataset

The dataset consists of two folders, as shown in Fig. 6.8:

“Train” with three normal chest X-rays, and “Test” with

one noised normal chest X-rays. The objective is to prove

that the reconstruction of noised images using the “HN

Neural Network model” is possible by comparing the test

image with the trained images.
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Note: This images dataset is available in the compan-

ion directory of the book, in the following folder

“. . .\Exercises_book_ABME\CH6\MATLAB_HN.”

6.2.6.1.6 Procedure

The steps to obtain an “HN model from MATLAB Deep

Learning Toolbox reconstruct noisy chest X-ray images”

are summarized in Table of slides 6.3, and each step of

the example is visually explained using screen sequences

with instructions in easy to follow figures.

FIGURE 6.8 The dataset for the Neural Network

model to reconstruct the noisy chest X-ray images

dataset.
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Table of slides 6.3 Steps for MATLAB Deep Learning Toolbox to obtain HN model from MATLAB Deep Learning Toolbox to reconstruct noisy chest X-ray images.”

Slide Description Screen figure

1 Open MATLAB “Hopfield
Network to be used in noisy chest
X-rays”—Step 1) Read Training
chest X-ray images dataset
Go to the directory
“. . .\Exercises_book_ABME\CH6
\MATLAB_HN.” Open the script
“HNf.m.” Copy and paste in the
command prompt: “Step 1) Read
Training chest X-ray images
dataset.” Where the original
images are read as 643 64 pixels
RGB images, then converted to
binary format and store in the cell
variable “Output”

(Continued )



(Continued)

Slide Description Screen figure

2 MATLAB “Hopfield Network to
be used in noisy chest X-rays”—
Step 2) Train all Chest X-ray
images stored in the “train
directory”
Copy and paste in the command
prompt: “Step 2) Train all Chest X-
ray images from directory Train.”
For this example, the MATLAB
function “newhop()” is used, but
patternnet() is recommended as a
newer more efficient function.
Therefore all images were resized
to “64364 pixels for a total of
4096 values,” which are to be
handled for each image by the
“HN”



3 MATLAB “Hopfield Network used
in noisy chest X-rays”—Step 3)
Load a test image stored at the
test directory
Copy and paste in the command
prompt: “Step 3) Load test image
from directory Test.” Only the first
image stored is read, and it is
shown as “Test Input RBG5 1”
and its conversion to binary as
“Test Input B&W5 1”

(Continued )



(Continued)

Slide Description Screen figure

4 MATLAB “Hopfield Network used
in noisy chest X-rays”—Step 4)
HM used to compare test with
trained images and reconstruct it
Copy and paste in the command
prompt: “Step 4) HM compare
test with trained images and
reconstruct it.” Where the test
image is fixed by the “HN model”
used to trained images at Step 2),
and it shows the resulting
“reconstructed chest X-ray
image.” Close all



Conclusions

“HN model obtained from MATLAB Deep Learning

Toolbox allows the reconstruction of noisy chest X-ray

images,” comparing the test image with the trained images.

Recommendation

This kind of “HN model” can be used to store “images

paths,” which can be used in many biomedical engineering

applications to reconstruct and compare noisy images.

6.2.7 Boltzmann Machine

“Boltzmann Machine (BM)” is a type of “stochastic recur-

rent neural network and Markov random field.” “BM”

can be seen as the stochastic, generative counterpart of

“Hopfield networks.” “BM” is generative, this means it

does not expect input data, it generates data, that is, it is

capable of learning internal representation and it is able to

represent and can solve difficult combinatorial problems.

“BM,” also known as “Energy-Based Models (EBM),” is

an unsupervised model that involves learning a probabil-

ity distribution from an original dataset and using it to

make inferences about never seen data. “BM” has inputs

of visible layers and one or several hidden layers, where

everything is connected to everything without output

layers. All the nodes are connected to all other input visi-

ble nodes or hidden nodes; this allows them to share

information among themselves and self-generate

subsequent data, as shown in Fig. 6.9A. “BM” using

“Stochastic Gradient Descent” only learns direct patterns,

producing binary results. Unlike Hopfield nets,Boltzmann

machine units take stochastic decisions about being “on”

or “off.” The units in “Boltzmann nets” are binary thresh-

old units from “1 to 21” or “1 to 0,” where its connection

has been specified under the following restrictions, as

shown in Fig. 6.9B (1) wi;i 5 0 meaning that no node has

a connection with itself, and ð2Þwi;j 5wj;i meaning that

connections are symmetric. The updating in the binary

states zi of its nodes is defined as:

zi 5
1 1 bi 1

P
j wi;jNj

2 1 otherwise

� �
; then the probability

of the node j when is “1 1” is calculated as:

prob5 1
11 e2z1

; and the specific “BM” Global Energy (E)”

that represents the total state of the network is represented

as: E52 ðPi, j wi;jNiNj 1
P

i biNiÞ; as indicated in

Fig. 6.9B (4). The energies of the state vectors represent

how bad is the actual states values, which then is treated

as an optimization problem. The stochastic dynamics of

“BM” search for a good solution far away from the poor

local optima.

“BM” has many applications in biomedical engineering

with special emphasis in “Cognitive Science” AI models

(Continued )

FIGURE 6.9 Boltzmann Machine (BM) NN: (A) BM architecture and (B) BM equations.
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(Continued)

that will be studied in Chapter 7, section 7.6.1 Cognitive

Learning and Reasoning Models Applied to Biomedical

Engineering.

6.2.8 Restricted Boltzmann Machine

“Restricted Boltzmann Machine (RBM)” is a variant of a

“Boltzmann Machine (BM)” that is “restricted in terms of

the connections between the visible and the hidden

nodes.” “RBM” is a two-layered neural network, where

each visible layer node is connected to all hidden layer

nodes, but with the follow restriction: “no two nodes in

the same layer are connected,” as shown in Fig. 6.10A.

“RBM” is a “generative stochastic artificial neural net-

work” that can “learn a probability distribution” over its

set of inputs allowing efficient algorithms, such as the

“gradient-based contractive.” The units in “Restricted

Boltzmann Machine net” are also binary threshold units

from “1 to 21” or “1 to 0,” where the connection has

been specified under the following restrictions, as shown

in Fig. 6.10B: (1) non two nodes in the same layer are

connected between them; (2) wi;i 5 0 meaning that no

node has a connection with itself; and ð3Þwi;j 5wj;i, mean-

ing that connections are symmetric. There is updating in

the binary states if its nodes are defined as:

zi 5
1 1 bi 1

P
j wi;jNj

2 1 otherwise

� �
in visible layer node ; or

zj 5
1 1 bj 1

P
j wi;jHj

2 1 otherwise

� �
in hidden layer node :

Then if the probability of Ni 5 1 in a visible layer

node then prob 5 1
11 e2zi

5 ezi
11 ezi

or

If Hj 5 1 in a hidden layer node then prob

5
1

11 e2zj
5

ezj

11 ezj

The specific “RBM Energy (E) is a pair of Boolean

vectors” represented as:

E N;Hð Þ52
P

ibiNi 1
P

jbjNj 1
P

i

P
jNiwi;jHj


 �
, as

indicated in Fig. 6.10B.

Some “RBM” example used in “Biomedical

Engineering” are:

� “Restricted Boltzmann Machine method for dimension-

ality reduction of large spectroscopic data” by Vrábel

et al. [76], is based on multivariate data obtained using

“Laser-Induced Breakdown Spectroscopy (LIBS).”

Dimension reduction and visualization of large datasets

is a task of significant interest in spectroscopic data

FIGURE 6.10 Restricted Boltzmann Machine (BM): (A) RBM architecture and (B) RBM equations.
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processing. They propose a new methodology based on

a “Restricted Boltzmann Machine” for dimensionality

reduction of spectroscopic data and compare it to stan-

dard “Principal Component Analysis (PCA).”
� “Barrett’s esophagus analysis using infinity Restricted

Boltzmann Machines” by Passos et al. [20]. The num-

ber of patients with “Barret’s esophagus (BE)” has

increased in recent decades; they introduce the “infin-

ity Restricted Boltzmann Machines (iRBMs)” for the

task of automatic identification of “Barrett’s esopha-

gus” from endoscopic images of the lower esophagus.

Moreover, since “iRBM” requires a proper selection of

its meta-parameters, they also present a discriminative

“iRBM fine-tuning” using six meta-heuristic optimiza-

tion techniques.
� “Contractive Slab and Spike Convolutional Deep

Boltzmann Machine” by Xiaojun and Haibo [21].

They propose: first, a model that extends convolution

operation to the “DBM” to deal with real-size images.

Second, they induce element-wise multiplication

between real-valued slab hidden units and binary spike

hidden units to enhance the quality of feature extrac-

tion in the receptive field. Then, they add the “frobe-

nius norm of the jacobian” of the features as a

regularization term to the maximum likelihood func-

tion to enhance the robustness of the features during

training. The proposed regularization term results in a

localized space contraction, which in turn obtains

robust features on the hidden layer. Finally, they use a

new “block-Contractive Slab and Spike Convolutional

Restricted Boltzmann Machine” to pretrain the pro-

posed model.

“RBM” can be trained in either supervised or unsupervised

ways, depending on the task, and can be used for

dimensionality reduction, classification, regression, collab-

orative filtering, feature learning, and topic modeling.

6.2.8.1 Research 6.4 Restricted Boltzmann
Machine model to reconstruct noisy chest
X-ray images

6.2.8.1.1 Case for research

“Obtain an RBM model from MATLAB Deep Learning

Toolbox to reconstruct noisy chest X-ray images and

compare performance and results obtained from the HN

in Research 6.3 section 6.2.6.1 Hopfield Network model

to reconstruct noisy chest X-ray images.”

6.2.8.1.2 General objective

Apply “MATLAB Deep Learning Toolbox “to define,

build, and train an “RBM Neural Network model to recon-

struct noisy chest X-ray images and compare performance

and results obtained from the HN in Research 6.3 HN

model.”

6.2.8.1.3 Specific objectives

� Read training chest X-ray images dataset.
� Train all chest X-ray images stored in the train

directory.
� Load a test image stored from the test directory.
� Apply RBM compares test with trained images and

reconstruct it.
� Compare the results from using “HN” and “RBM”

models on reconstruction and processing time.

6.2.8.1.4 Background for “chest X-ray images”

Note: Please read Research 6.3 background for “chest X-

ray images.”

6.2.8.1.5 Dataset

The dataset consists of two folders*, as shown in

Fig. 6.11: “Train” with three normal chest X-rays, and

“Test” with one noised normal chest X-ray. Note*: This is

a copy of the “HN” dataset of research 6.3. The objective

is to reconstruct noised image in the test image folder

using “RBM Neural Network model” based on trained

images in the train folder, and compare the results with

the ones obtained from the “HN” in Research 6.3.

Note: This images dataset is available in the compan-

ion directory of the book, in the following folder

“. . .\Exercises_book_ABME\CH6\MATLAB_RBM.”

6.2.8.1.6 Procedure

The steps to obtain an “RBM model from MATLAB Deep

Learning Toolbox reconstruct noisy chest X-ray images”

are summarized in Table of slides 6.4, and each step of

the example is visually explained using screen sequences

with instructions in easy to follow figures.
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FIGURE 6.11 Restricted Boltzmann Machine (RBM) dataset.

564 Applied Biomedical Engineering Using Artificial Intelligence and Cognitive Models



Table of slides 6.4 Steps for MATLAB Deep Learning Toolbox to obtain RBM model from MATLAB Deep Learning Toolbox to reconstruct noisy chest X-ray images and

compare performance and results obtained from the HN in Research 5.10.

Slide Description Screen figure

1 Open MATLAB “Restricted
Boltzmann Machine for noisy chest
X-rays”—Step 1) Read Training
chest X-ray images dataset
Go to the directory
“. . .\Exercises_book_ABME\CH6
\MATLAB_RBM.” Open the script
“RBMf.m.” Copy and paste in the
command prompt: “Step 1) Read
Training chest X-ray images dataset.”
Where the original images are read
as 643 64 pixels RGB images, then
converted to binary format and store
in the cell variable “Output”

(Continued )



(Continued)

Slide Description Screen figure

2 MATLAB “Restricted Boltzmann
Machine for noisy chest X-rays”—
Step 2) Train all Chest X-ray images
stored in the train directory
Copy and paste in the command
prompt: “Step 2) Train all Chest X-
ray images from directory Train.” For
this example, the MATLAB user
function “RBM_TB()” by Andrea-V/
Restricted-Boltzmann-Machine
licensed under MIT License is used
[77]. Therefore the net options are
specified, and the RBM model
obtained from the trained images is
store in the MATLAB “net” variable
as a structure



3 MATLAB “Restricted Boltzmann
Machine for noisy chest X-rays”—
Step 3) Load a test image stored
from the test directory
Copy and paste in the command
prompt: “Step 3) Load test image
from the directory Test.” Only the
first image stored is read, and it is
shown in a Figure as “Test Input
RBG5 1” and its conversion to
binary as “Test Input B&W5 1”

(Continued )



(Continued)

Slide Description Screen figure

4 MATLAB “Restricted Boltzmann
Machine for noisy chest X-rays”—
Step 4) HM compares test with
trained images & reconstruct it
Copy and paste in the command
prompt: “Step 4) HM compares test
with trained images and reconstruct
it.” Where the test image is fixed by
the “RBM model,” this was obtained
from trained images at Step 2), and
it shows the resulting “reconstructed
chest X-ray image.” Close all



Conclusions

“RBM model obtained from MATLAB Deep Learning

Toolbox allows the reconstruction of noisy chest X-ray

images, comparing the test image with the trained images.

The RBM model is faster but less precise than the HN

model results obtained in Research 6.3.

Recommendation

This kind of “RBM models” can be used to store “images

paths,” that can be used in many biomedical engineering appli-

cations to identify many diseases and injuries in a short time.

6.2.9 Liquid State Machine

“Liquid State Machine (LSM)” is a special type identified as

a “reservoir network,” where the word “Liquid” comes from

the analogy drawn to dropping a stone in water or other liq-

uid to generate ripples in it. “LSM” was developed from the

“computational neuroscience neural model” with real-time

computations, transforming the time-varying inputs stream

to a higher dimensional space. Basically,“LSM” is biological

inspired in the “neural and synaptic states of the human

neurons” incorporating the time as a variable and can be

represented in four stages, as shown in Fig. 6.12A: “Input

streams,” “Liquid neurons or microcircuits,” “State,” and

“readout neurons,” where:

� “Input streams” is a time series data stream, in this

step of the “LSM” the mapping of input streams to out-

put streams is executed.

� “Liquid neurons or microcircuits” is a “recurrent neu-

ral network of spiking neurons” that simulate how

“brain neurons that are connected from axon term-

inals to dendrites to the next neurons” in a process

known as “type 1 synapse,” as explained in

Section 1.4.10. Also, this stage acts as a preprocessor

(temporal). This stage consists of a large collection of

“nodes or neurons” configured as a “Spiking Neural

Network (SNN),” these are “recurrent artificial neural

networks that more closely mimic the brain-inspired

neuromorphic computing that operates in the temporal

domain” and their computation is based on the time

resources available. Each node receives “time-varying

input from the input streams” and from other nodes.

The nodes in the “microcircuits” are randomly con-

nected to each other, and the recurrent nature of the

connections turns the time-varying input into a spatio-

temporal pattern of activations in the network nodes.

The spatiotemporal patterns of activation are read out

by linear discriminant units.
� “State” is the stage to measure the state of the liquid

at any given time (t).
� “Readout neurons” are the “synaptic plasticity values”

that represent the strength or weaken over time, with

the assumption that they have no temporal integration

capability of their own.

“LSM” equations are related with “neurons type I syn-

apse” as indicated in Fig. 6.12B. The equations of “neural

and synaptic states of the human neurons” on time (t) for

FIGURE 6.12 Liquid State Machine (LSM): (A) LSM stages, (B) Neuron synapse, and (C) LSM equations.
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an “LSM” can be divided into three groups: “type 1 post-

synapse,” “type I presynapse,” and “synaptic response

functions,” as summarized in Fig. 6.12C, where:

� “Type 1 postsynapse” occurs between the axon termi-

nal from the last neuron and the dendrites from the

actual neuron, and can be evaluated as “Input stream

from the postsynapse,” “Soma chemical threshold,”

and “axon output.”
� “Type 1 presynapse” occurs between the axon terminal

from the actual neuron and the dendrites of the next

neuron, and can be evaluated as a “axon terminal volt-

age threshold.”
� “Synaptic response functions” consist of the adding of

three components, and can be evaluated as “static func-

tion,” “first-order response function,” and “second-

order function.”

There is not a standard definition for the generation of

neural networks; researchers up to now have visualized

three of them as:

� “First Generation NN” when they are based on “per-

ceptron or threshold gates” and the direction of flow is

“feed forward.” Here the output is binary, and it could

be multilayered as well and any Boolean function can

be implemented by “MLP (Multilayer perceptron).”

� “Second Generation NN” when they are based on data

flow in both directions with continuous output values.

� “Third Generation NN” when they are based on a

“Spiking Neural Network” that uses discrete events in

time rather than continuous values. Where a spike is

determined resolving differential equations, and they

are fired when a potential or threshold value is

crossed, in this way reseamble a more biologically

realistic model of neurons firing, getting closer to the

gap between “Neuroscience” that explained how the

brain neurons are fired applying “Deep Learning mod-

els based on artificial neural network.”

Some “LSM” examples used in “Biomedical

Engineering” are:

� “Anytime multipurpose emotion recognition from EEG

data using a Liquid State Machine based framework”

by Zoubi et al. [22]. In this a “Liquid State Machines

(LSM)” is used to recognize the emotional state of an

individual based on “EEG” data. The “LSM” model is

applied for automatic feature extraction and prediction

from raw “EEG” with potential extension to a wider

range of applications including a multipurpose and

anytime recognition framework, used to train a model

to predict valence, arousal, and liking levels at differ-

ent durations of the input.

� “Performance and robustness of bio-inspired digital

liquid state machines: A case study of speech

recognition” by Jin and Li [23]. This paper presents a

systematic performance and robustness study of “bio-

inspired digital liquid state machines (LSMs)” for the

purpose of future hardware implementation because of

their low overhead, good robustness, and high recogni-

tion performance.
� “Surrogate-Assisted Evolutionary Search of Spiking

Neural Architectures in Liquid State Machines” by

Zhou et al. [24]. As a class of recurrent Spiking Neural

Network(SNN), “Liquid State Machines (LSMs)” are

biologically more plausible models imitating the archi-

tecture and functions of the human brain for informa-

tion processing. However, few LSM models can

outperform conventional analog neural networks for

solving real-world classification or regression problems,

which can mainly be attributed to the sensitivity of the

training performance to the architecture of the reservoir

and the parameters in the spiking neuron models. This

research uses a surrogate-assisted evolutionary search

method for optimization of the hyperparameters and

neural architecture of the reservoir of “LSMs” using the

“covariance matrix adaptation evolution strategy

(CMA-ES).” For reducing the search space, the architec-

ture of the “LSM” is encoded by a connectivity proba-

bility together with the hyperparameters in the spiking

neuron models. To enhance the computational effi-

ciency, a Gaussian process is adopted as the surrogate

to assist the “CMA-ES.”

Please see the next example: Research 6.5, section

6.2.10.1 that creates a Reservoir Computing approach for

a simulation of “Liquid State Machine (LSM)” of node-

neurons from “Spiking Neural Networks (SNN)” based on

the “Izhikevich neuronal mathematical model” to differen-

tiate normal and pneumonia on chest X-rays.

In summary, like other kinds of neural networks, “LSM” is

based around the neurobiology of the human brain but

includes the variable of “time.” In “LSM” the “input

streams” are represented as the motion of the falling stone

in a liquid, which has been converted into a “spatiotempo-

ral pattern” of liquid displacement representing the ripples,

then the ripples can be evaluated to understand what is

happening in the system being studied [10]. “LSM” has

many biomedical applications in speech and audio recogni-

tion, image pattern recognition, music classification, robot

path planning, fingerprint scanners, facial emotion recogni-

tion, and others [25].

6.2.10 Echo State Network

“Echo State Network (ESN)” is a special type identified

as a “reservoir network” like “LSM.” “ESN” has memory

properties by way of the feedback loops as a “recurrent
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neural network (RNN)” using supervised learning. An

“ESN” is not organized in a standard set of layers, its

architecture is shown in Fig. 6.13A. It can be represented

with: “input,” “a dynamic reservoir,” and “output or

observer.” The “dynamic reservoir” has random connec-

tions between the neurons, and the training is as follows:

instead of feeding the input and backpropagating the

error, the input is fed, it is forwarded, and it updates the

neurons for a while and observes the output or observer

over time. During training, only the connections between

the “output (observer)” and the hidden units in the

“dynamic reservoir” are changed [26]. “ESN” tends to use

neurons with a “sigmoid activation function.” The output

of its neurons at a given time is therefore a function of

the input to the neurons in the previous time step only.

The big difference between “LSM” and “ESN” as indicated in

Fig. 6.13B, is that “Liquid State Machine” uses “Spiking neural

network,” where the neurons fire when the successive sum of

inputs pass some “threshold value”; the “spiking neurons”

therefore have a memory by themselves, while in the “ESM”

they only have a memory by way of the feedback. “LSM” and

“ESM” are both known as “reservoir computing” approaches.

Some “ESM” examples used in “Biomedical

Engineering” are:

� “Decoding electroencephalographic signals for direc-

tion in brain�computer interface using echo state

network and Gaussian readouts” by Kim and Jeong

[27]. Noninvasive “brain�computer interfaces (BCI)”

for body movement control via an electroencephalo-

gram (EEG) have been extensively investigated; in

this research a novel direct decoding method is

described for user intention about the movement direc-

tions using the “echo state network and Gaussian

readouts.” Importantly parameters in the network were

optimized using the “genetic algorithm” method to

achieve better decoding performance of up to 95%

accuracy.
� “Multiobjective ensembles of echo state networks and

extreme learning machines for streamflow series fore-

casting” by Ribeiro et al. [28]. In this research the

development of ensembles of unorganized machines,

namely “Extreme Learning Machines (ELMs)” and

“Echo State Networks (ESNs),” are used for two pri-

mary contributions: (1) a new training logic for

“ESNs” that enables the application of bootstrap

aggregation (bagging); and (2) the employment of

multiobjective optimization to select and adjust the

weights of the ensemble’s base models, taking into

account the trade-off between bias and variance.

� “Fault diagnosis model based on Granular Computing

and Echo State Network” by Lu et al. [29]. In this paper,

to improve the efficiency and accuracy of electronic

equipment fault diagnosis, a fault diagnosis model based

on “Granular Computing” and “Echo State Network

(ESN)” is proposed. Firstly, the attribute reduction of the

test index is carried out based on a “granular computing

FIGURE 6.13 Echo State Network (ESN): (A) ESN architecture and (B) Reservoir Computing approach.
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model.” An attribute distinguishing ability index is

defined based on attribute value influence degree, and

on the stage of fault identification by an “ESN.”

6.2.10.1 Research 6.5 Create a Reservoir
Computing approach for a simulation of
“Liquid State Machine (LSM)” of node-
neurons from “Spiking Neural Networks
(SNN)” based on the “Izhikevich neuronal
mathematical model” to differentiate normal
and pneumonia on chest X-rays

6.2.10.1.1 Case for research

“Obtain an LSM model from MATLAB to create a

Reservoir Computing approach for a simulation of

“Liquid State Machine (LSM)” of node-neurons from

“Spiking Neural Networks (SNN)” based on the

“Izhikevich neuronal mathematical model” to “differenti-

ate normal and pneumonia on chest X-rays.”

6.2.10.1.2 General objective

Apply “MATLAB” to define, build, and make “a simula-

tion of “Liquid State Machine (LSM)” of node-neurons

from “Spiking Neural Networks (SNN),” based on the

“Izhikevich neuronal mathematical model” to “differenti-

ate normal and pneumonia on chest X-rays.”

6.2.10.1.3 Specific objectives

� Define a “Liquid State Machine (LSM)” to analyze

images using black pixels as a matrix and a vector for

readout neurons.

� Read input images as shown at Fig. 6.14, and define

“SNN net parameters”.
� Initialize (SNN): Receptors variables for simulation.
� Simulation LSM: input stream in time, microcircuit,

state, and readout neurons.
� Display LSM: State and readout minimum neurons.

6.2.10.1.4 Background for “Izhikevich neuronal
mathematical model”

Izhikevich neuronal mathematical [30] model reproduces

“spiking (shown in Fig. 6.15G) and bursting behavior

of known types of cortical neurons.” This model combines

the “Hodgkin�Huxley-type dynamics and the computa-

tional efficiency of integrate-and-fire neurons.” The

“Hodgkin�Huxley-type neuronal models” uses a two-

dimensional (2D) system of ordinary differential equations,

as shown in Fig. 6.15H, and eq. 1) and eq. 2) are obtained

by fitting of the spike initiation dynamics of a cortical neu-

ron in millivolts, and eq. 3) as the reset value condition.

The resting potential is between 270 and 260 mV,

defined by the value of “b.” In real neurons the threshold

can be from 255 to 240 mV. The dimensionless variables

and dimensionless parameters meanings are:

� “v” represents the membrane potential of the neuron.
� “u” represents the membrane recovery.
� “a” describes the timescale of the recovery variable

“v.” Its typical value is “a5 0.02.”
� “b” describes the sensibility of the recovery variable

“u.” Its typical value is “b5 0.2.”
� “c” describes the after-spike reset value of the variable

“v.” Its typical value is “b5265 mV.”

FIGURE 6.14 Simulation Liquid State Machine (LSM) dataset.
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� “d” describes the after-spike reset value of the variable

“u” caused by slow high-threshold of Na1 and K1

conductances. Its typical value is “d5 2.”

6.2.10.1.5 Background for “COVID-19 lung imaging
chest X-rays”

“Chest X-rays” is one of the tests that may be ordered to

evaluate “pneumonia” others are: “CT of the lungs,”

which shows finer detail that is hard to see on plain

chest X-rays; “ultrasound of the chest” to detect fluid

surrounding the lungs; “MRI of the chest” that provides

additional information about the cause or extent of the

abnormalities; and “needle biopsy of the lung” that helps

to determine the cause of the “pneumonia.” A “chest X-

ray exam” allows doctors to see lungs, heart, and blood

vessels to help determine if a patient has pneumonia.

When interpreting the chest X-ray, the radiologist will

look for “white spots in the lungs (called infiltrates) that

identify an infection.” This exam will also help to deter-

mine any complications related to pneumonia, such as

abscesses or pleural effusions (fluid surrounding the

lungs) [31].

“COVID-19 lung imaging” is generally indicated

in any COVID-19 patient with worsening respiratory

status [32]. Some of the more common abnormalities seen

on “chest X-rays (CXR)” are:

� “Ground-glass opacities distributed bilaterally in

bases and peripheries distributed bilaterally in bases

and peripheries.” On admission, ground-glass opacity

was the most common radiologic finding on chest

“Computed Tomography (CT),” and later can be visu-

alized on “CXR” [33].
� “Chest films can be useful in the follow-up of the dis-

ease.” It evolves rapidly and lung involvement is asso-

ciated with severity; findings progress over 1�3 weeks,

typically peaking at 10�14 days, findings progress with

time and appear worse at day 10�12 [34].

� “Chest images findings may be present in asymptom-

atic individuals or presymptomatic individuals and

may be absent early in the course of disease.”

� In general, the “lung imaging findings of COVID-19

patients” are consistent with other viral pneumonias—

there is no proven specific finding for COVID-19,

though there may be suggestive patterns. Some fea-

tures found are:

x Bilateral shadowing (72.9%)—mostly ground-glass

opacity (68.5%),

x Unilateral disease (25%),

FIGURE 6.15 Simulation Liquid State Machine (LSM) obtained in Research 6.5: (A) input images, (B) neuron spikes, (C) input stream on time, (D)

min black pixels of cycle, (E) matrix image num versus min liquid state black normalized sum black pixels, (F) minimum of all readout neurons, (G)

spike voltage of neuron, and (H) equation from Hodgkin�Huxley-type neuronal models.
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x Local patchy shadowing,

x Interstitial abnormalities (less common finding,

,5% in some studies),

x Pleural effusions are uncommon.

6.2.10.1.6 Dataset

The dataset consists of “eight CXR images”: 1 to 6 are

from “Normal Chest X-ray” patients, and 7 and 8 are

from “COVID-19 lung imaging” patients. Image 7 was on

admission to hospital. Image 8 was from a patient on

mechanical ventilation and shows bilateral consolidations

on the chest.

Note: This images dataset is available in the compan-

ion directory of the book, in the following folder

“. . .\Exercises_book_ABME\CH6\MATLAB_LSM.”

6.2.10.1.7 Procedure

The steps to “Obtain an LSM model from MATLAB to

create a Reservoir Computing approach for a simulation

of “Liquid State Machine (LSM)” of node-neurons from

“Spiking Neural Networks (SNN)” are summarized in

Table of slides 6.5, and each step of the example is visu-

ally explained using screen sequences with instructions in

easy to follow figures.
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Table of slides 6.5 Steps for MATLAB to “Obtain an AI model from MATLAB to create a Reservoir Computing approach for a simulation of “Liquid State Machine

(LSM)” of node-neurons from “Spiking Neural Networks (SNN).”

Slide Description Screen figure

1 Open MATLAB “Simulation Liquid
State Machine —SNN”—Step 0)
Open script Initialize variables for
Liquid State Machine (LSM)
Go to the directory
“. . .\Exercises_book_ABME\CH6
\MATLAB_LSM.” Open the script
“LSM.m.” Copy and paste in the
command prompt: “Step 0) Initialize
variables for Liquid State Machine
(LSM” “numImages” is the number
of images to be analyze,
“simulation_length” is the number of
states when an images is analyzed,
“iMin” is a matrix with one where
the minimum of normalized black
pixels will be stored, and “outV” is a
vector to store the “LSM: readout
neurons”

(Continued )



(Continued)

Slide Description Screen figure

2 MATLAB “Simulation Liquid State
Machine/SNN”—For Loop Step 1)
Read input images and define SNN
net Parameters
Copy and paste in the command
prompt: “For Loop Step 1) Read
input images and define SNN net
Parameters.” In each loop an image
is analyzed by the “SNN” to
generate the “Liquid neurons/
microcircuit,” plot the results and
store the numeric value of “state”
represented as the normalized min.
black pixel
Note: These instructions are inside a
loop, that is closed on Step 2)



3 MATLAB “Simulation Liquid State
Machine/SNN”—For Loop Step 2)
Initialize (SNN): Receptors variables
for simulation and plot
Copy and paste in the command
prompt: “2) Initialize (SNN):
Receptors variables for simulation
and plot.” In this step the variable
needed to apply the “Izhikevich
neuronal mathematical model” are
specified as shown in Fig. 6.15H

(Continued )



(Continued)

Slide Description Screen figure

4 MATLAB “Simulation Liquid State
Machine/SNN”—For Loop Step 3)
Simulation: input stream,
microcircuit, state and readout
neurons
Copy and paste in the command
prompt: “Step 3) Simulation LSM:
input stream in time, microcircuit,
state & readout neurons.” Here the
“SNN: receptor definition,” the
search for values of “voltage
.30 mV “is made to reset the
membrane, then the “Euler
integration” is calculated, the plots
are generated for each step, and the
matrix “outV” is generated



5 MATLAB “Simulation Liquid State
Machine/SNN”—For Loop Step 4)
Display LSM: State and Readout
minimum Neurons.
Copy and paste in the command
prompt: “Step 4) Display LSM: State
& Readout minimum Neurons.”
Here the “LSM: Liquid neurons/
microcircuits” as shown in
Fig. 6.15E and the “LSM: readout
minimum neurons results” are
indicated in Fig. 6.15F



Conclusions

The AI model obtained created using a “Reservoir

Computing approach” by a simulation an “Liquid State

Machine (LSM)” of node-neurons using “Spiking Neural

Networks (SNN),” based on “Izhikevich neuronal mathe-

matical model" was apply in this research. This model

allows the analysis of the “chest X-ray images” shown in

Fig. 6.15A, where spiking voltage (as shown in Fig. 6.15B)

fired the SNN at different steps (as shown in Fig. 6.15C) to

locate the image with the minimum amount of normalized

black pixels (as shown in Fig. 6.15D) Min Black pixels).

With the purpose to find when the “COVID-19 lung imag-

ing shows the maximum pneumonia damage”, all the cal-

cualtion are stored on a Reservoir Computing (shown in

Fig. 6.15E), represented as a Matrix of image num versus

Min Liquid State Black normalized sum black pixels to

obtain as the result the “minimum readout fired neurons”

(as indicated in Fig. 6.15F) as a demonstrative example of

“simulation of LSM” applying a “Recurrent Neural

Network” type.

Recommendation

The “Reservoir Computing approach” can be used in

many biomedical engineering applications where results

are needed faster; it has been applied for images analysis,

NLP, resolve complex biomedical equations, etc.

6.2.11 Korhonen Network

“Korhonen Network (KN) also known as Self-Organizing

Map (SOM)” is a type of “artificial neural network

(ANN)” used as unsupervised learning for classification.

Input is presented to the network, after which the network

assesses which of its neurons most closely match that

input. They use a neighborhood function to preserve the

topological properties of the input space. These neurons

are then adjusted to match the input even better, dragging

along their neighbors in the process. How much the

neighbors are moved depends on the distance of the

neighbors to the best matching units [35]. It seems to be

the most natural way of learning, which is used in our

brains, where no patterns are defined.

Some “Korhonen Network or Self-Organizing Map

(SOM)” examples used in “Biomedical Engineering” are:

� “Analysis of Spatial Spread Relationships of

Coronavirus (COVID-19) Pandemic in the World

using Self-Organizing Maps” by Melinet al. [36]. This

paper makes an analysis of the spatial evolution of

coronavirus pandemic around the world by using

“self-organizing maps (SOM).” Based on the cluster-

ing abilities of self-organizing maps we are able to

spatially group together countries that are similar

according to their coronavirus cases, in this way being

able to analyze which countries are behaving similarly

and thus can benefit by using similar strategies in

dealing with the spread of the virus, with the purpose

of proposing successful strategies for similar

countries.
� “Coupling bootstrap with synergy self-organizing

map-based orthogonal partial least squares discrimi-

nant analysis: Stable metabolic biomarker selection

for inherited metabolic diseases” by Yang et al. [37].

The “Kohonen self-organizing map” is a well-

established variable reduction algorithm in identifying

significant biomarkers based on variable clustering. In

this paper a novel screening system is presented by

“coupling bootstrap” with synergy “self-organizing

map” based “orthogonal partial least squares discrim-

inant analysis” for stable and biologically meaningful

metabolic biomarker selection.
� “Assessing relationships between chromatin interac-

tions and regulatory genomic activities using the self-

organizing map” by Kunz et al. [38]. Few existing

methods enable the visualization of relationships

between regulatory genomic activities and genome

organization as captured by Hi-C experimental data.

In this paper an approach to the visualization and anal-

ysis of “chromatin organization based on the Self-

Organizing Map (SOM)” for genome-wide Hi-C data-

sets is introduced. The “SOM” algorithm provides a

2D manifold which adapts to represent the high-

dimensional chromatin interaction space. The resulting

data structure can then be used to assess relationships

between regulatory genomic activities and chromatin

interactions.

As an example of “Korhonen Network (KN) or Self-

Organizing Map (SOM),” see Research 5.2, section 5.3.2

MATLAB Deep Learning Toolbox using a Neural Network

for clustering based on “Self-Organizing MAP through a

Shallow Neural Network” to “analyze Surface

Electromyography signals in Diabetes Type II patient,”

where two matrices were analyzed:

1. Matrix based on 2 vectors normalize sEMG signals from

“Type II DM patient right limb Soleus muscle” in two

consecutive monthly visits.” “No correlation between

the two signals were found, indicated an advance on

the Soleus muscle affectation response by the Type II

DM.”

2. A matrix of 2 vectors inputs from two consecutive data-

sets of “healthy patient right limb Soleus muscle”

obtained by “sEMG signals” on two monthly consecu-

tive visits” shows a “positive correlation between them,

indicating no significant changes on the behavior of the

healthy Soleus muscle.”
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6.3 Memory augmented neural networks
types

“Memory augmented neural networks (MANN) or memory

networks” imply the use of memory blocks hooked up to a

neural network, allowing it to learn to reason. Some exam-

ples are shown in Fig. 1.11: Neural Turing machines (NTM),

Differentiable Neural Computers (DNC), and others.

6.3.1 Neural Turing machine

The “Neural Turing Machine (NTM)” is the first applica-

tion of “Deep Learning (DL)” to extend the capabilities of

an “Artificial Neural Network (ANN)” by coupling them to

external memory; it is based on a “Recurrent Neural

Network (RNN)” coupled with external memory resources

with which they can interact by attentional processes. The

combined system is analogous to a “Turing Machine or

Von Neumann architecture” but is differentiable end-to-

end, allowing it to be efficiently trained with “gradient

descent” that uses a feedback loop to adjust the model

based on the error it observes between its predicted output

and the actual output. Results demonstrate that “NTM” can

infer simple algorithms such as copying, sorting, and asso-

ciative recall from input and output examples.

“NTM,” like “Von Neumann machine architecture,”

has the same three components, as shown in Fig. 6.16A:

“controller” that has two units—“control unit and arith-

metic/logic unit” and “memory unit”; plus a place to store

and retrieve data known as the “Memory Unit”; and the

“read and write heads.” The “memory” is a “N3W

matrix,” where each row is called a “location.” The

matrix will have “N locations, with W-dimensional vec-

tors.” And the “attention mechanism” defines some distri-

butions called “weightings” over the “N locations.” The

units in which the “weightings” are produced and used

are known as “heads,” and there are two types of them:

“read weighting” for the read process as shown in equa-

tions in Fig. 6.16D 1), and “write weighting” for the writ-

ing process as shown in equations in Fig. 6.16D 2). It

works basically as an algorithm that can store and retrieve

information from a “memory unit” and process the infor-

mation on the “controller.” The “NTM controller” is basi-

cally a “Feed Forward Network (FFN) or Recurrent

Neural Network (RNN)” and the “memory unit is a

numeric matrix” as shown in Fig. 6.16B.

Basically, to address the memory there are two types:

“Content-based addressing” and “Location-based addres-

sing,” where:

� “Content-based addressing” is when values selected

from memory are based on the similarity of a compari-

son of a value in two steps, as shown in Fig. 6.16D 3).

To accomplish this a “Softmax layer” can be used in

FIGURE 6.16 Memory Augmented Neural Networks Neural (MANN)—Neural Turing Machine (NTM): (A) NTM architecture; (B) NTM general

block diagram; (C) NTM time sequence RNN; and (D) NTM equations.
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the “NN,” the “Softmax layer” takes as input a number

of scores of values, and squashes them into values in

the “range [0,1]” whose sum is “1.” It is used for “mul-

ticlass classification,” such as “object recognition”
� “Location-based addressing” is made in three steps:

“interpolation,” “convolution shift,” and “sharpening”

[39], where:

x “Interpolation” is a used to decide whether the

weights from the previous time step ‘‘wiðt2 1Þ’’
should be used or the actual weight obtained

through “content-based addressing” in memory.

x “Convolution shift” is used to move forward to the

next weight position in memory but keeps track of

where the last position is.

x “Sharpening” is a value that indicates if sharpening

is necessary or not; if it is needed because of the

shift, the weight of a single location will be dis-

persed into other locations.

The “Memory Augmented Neural Networks Neural

(MANN): Neural Turing machine (NTM)” typical sequence

in time as a “Recurrent Neural Network (RNN)” is shown

in Fig. 6.16C. Experiments demonstrate that besides

“NTM’s” capability of learning simple algorithms, it is

capable of generalizing beyond the training regime [40].

The “Neural Turing Machine (NTM)” is based on “con-

trollers” and many different classes of “Feed Forward

Neural Networks types” and “Recurrent Neural Networks

Types” that can be used for this purpose. For example:

� “Basic FFN types” include two inputs nodes and one

output node, as explained in Section 5.2.1 “Perceptron

(P) or Single-layer perceptron network,” as shown in

Fig. 5.2A.
� “Multilevel feed forward network types” approximate

measurable function at any desired degree of accuracy

and precision, as explained in Section 5.2.2 “Multilayer

Perceptron’s (MLP) also called Feed forward Neural

Network (FFNN),” as shown in Fig. 5.4A.
� “NARX neural network” is a network that models the

“Turing machine” and is able to simulate them by apply-

ing the “sigmoid activation function,” as explained in

Section 5.3 “Shallow neural network: Nonlinear autore-

gressive with External (Exogenous) Input (NARX)” with

a step by step example in Research 5.3.
� “Recurrent Neural Networks,” as explained in 6.2.1

“Recurrent Neural Network (RNN) vanilla,” takes the

previous “output or hidden” states as “inputs,” as indi-

cated in the “RNN general network” in Fig. 6.1B.
� “Long/short-term memory (LSTM)” is a special “RNN”

capable of learning long-term dependencies, simulating

in its feedback connections a “general purpose com-

puter,” as explained in Section 6.2.2 and shown in

Fig. 6.2.
� And many others.

Some examples of a “Neural Turing Machine (NTM)”

in development are:

� “Neural Turing Machines” by Graves et al. [41]. They

extend the capabilities of “neural networks” by cou-

pling them to external memory resources, which they

can interact with by attentional processes. The com-

bined system is analogous to a “Turing Machine or

Von Neumann architecture” but is “differentiable end-

to-end,” allowing it to be efficiently trained with “gra-

dient descent.” Preliminary results demonstrate that

“Neural Turing Machines” can infer simple algorithms

such as copying, sorting, and associative recall from

input and output examples.
� “A review on Neural Turing Machine” by Faradonbeh

and Safi-Esfahani [42]. One of the major objectives of

“Artificial Intelligence” is to design learning algo-

rithms like the human brain that are executed on gen-

eral purpose computational machines. The “Neural

Turing Machine (NTM)” is a step toward realizing

such a computational machine. The attempt is made

here to run a systematic review of “Neural Turing

Machines.” First, the mind-map and taxonomy of

machine learning, neural networks, and Turing

machine are introduced. Next, “NTM” is inspected in

terms of concepts, structure, variety of versions,

implemented tasks, comparisons, etc. Finally, the

paper discusses the issues and ends with several future

works.
� “Evolving Neural Turing Machines for Reward-based

Learning” by Greve et al. [43]. This is based on an

unsolved problem in “neuroevolution (NE)” of evolv-

ing “artificial neural networks (ANN)” that can store

and use information to change their behavior online.

While “plastic neural networks” have shown promise

in this context, they have difficulty retaining informa-

tion over longer periods of time and integrating new

information without losing previously acquired skills.

They proposed an “Evolvable Neural Turing Machine

(ENTM)” that can solve a simple copy task and, for

the first time, the continuous version of the double T-

Maze, a complex reinforcement-like learning problem.

In the T-Maze learning task the agent uses the mem-

ory bank to display adaptive behavior that normally

requires a “plastic ANN,” thereby suggesting a com-

plementary and effective mechanism for adaptive

behavior.

“Neural Turing Machines” show promising properties in

terms of generalization compared to “LSTMs.” The “NTMs”

open new possibilities to go a step further and understand

how concepts are created. After all, algorithms are concepts

based on instructions for computers. This is a new take on

(Continued )
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(Continued)

“Artificial Intelligence: trying to teach machines things they

can do, the same way we would learn them.” The way

information is stored and modified locally, in an external

memory, makes it an interesting solution to handle pro-

blems that require reasoning. That can be applied to

develop many solutions for many problems in “Biomedical

Engineering.”

6.3.2 Differentiable Neural Computers

“Differentiable Neural Computers (DNC)” use a form of

“memory augmented neural network” and at the same

time an “attention mechanism” that is a system of vectors

and operations mediating between the controller and

memory. The concept was originally defined as “Hybrid

computing using a neural network with dynamic external

memory” [44], that can learn using its memory to answer

complex questions related to structured data, maps, trees,

etc. The controller takes the role of a “Central Processing

Unit (CPU)” through a “RNN,” where the “DNC can

read/write from multiple locations in memory.” Memory

can be “searched based on the content of each location,”

or the “associative temporal links” can be followed for-

ward and backward to recall information written in

sequence or in reverse. The readout information can be

used to produce answers to questions or actions to take in

an environment [45]. The idea is to take the classical Von

Neumann computer architecture and replace the CPU with

an “RNN,” which learns when and what to read from the

RAM [46], as shown in Fig. 6.17A, and the “DNC” gen-

eral block diagram shown in Fig. 6.17B.

Like in the “Neural Turing Machine (NTM),” the

“memory” is a “N3W matrix,” where each row is called

a “location.” The matrix will have “N locations, with W-

dimensional vectors.” And the “attention mechanism”

defines some distributions called “weightings” over the

“N locations.” The units in which the “weightings” are

produced and used are known as “heads,” and there are

two types of them: “read weighting” for the read process

and “write weighting” for the writing process.

The big difference in “DNC” is the “differentiable

attention mechanism” as shown in Fig. 6.17A, and its

general block diagram in Fig. 6.17B, that is applied in

three different ways to produce the “weightings” through

a “interface vector,” emitted by the “controller as a set of

values encoding its needs and request to be made for the

memory,” these request process are: “content lookup,”

“temporary memory linkage,” and “dynamic memory allo-

cation” as shown in Fig. 6.17C, where:

� “Content lookup” is a comparative process in each

location, such as a “similarity measurement,” applying

the “cosine similarity concept” as shown in Fig. 6.16D

eq. 3).
� “Temporary memory linkage” are consecutive written

locations in memory, keeping track of where the pro-

cess begins writing and where the process finishes

writing in the memory matrix.
� “Dynamic memory allocation”: each location has a

usage level from “0” to “1,” which indicates if it is an

unused location that is sent to the “write head” to know

FIGURE 6.17 Differentiable Neural Computers (DNC): (A) DNC architecture, (B) DNC general block diagram, and (C) DNC time sequence RNN.
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where to store new information without erasing old

information. Besides, the “dynamic memory allocation”

refers to the ability of the controller to relocate the

memory that is no longer required, erasing its content.

Some “Differentiable Neural Computers (DNC)” examples

thath could be used in “Biomedical Engineering” are:
� “Employing Differentiable Neural Computers for Image

Captioning and Neural Machine Translation” by Sharma

et al. [47]. In this paper the problem of language transla-

tion by leveraging the capabilities of the recently devel-

oped “DNC architectures” is applied. They modified the

“DNC typical architecture” by including “dual neural

controllers” instead of one, and an “external memory

module.” Inside the controller is a “neural network with

memory-augmentation” which differs from the original

“differentiable neural computer,” they implemented a

dual controller’s system in which one controller is for

encoding the query sequence whereas another controller

is for decoding the translated sequences.
� “EDNC: Evolving Differentiable Neural Computers” by

Rasekh and Safi-Esfahani [48]. They used the approach

that includes methods for choosing the controller’s struc-

ture and weight optimization, like “NeuroEvolution” that

automatically, and without prior knowledge, obtains an

appropriate network structure. This research presents

“Evolutionary Differentiable Neural Computer (EDNC),”

which uses a novel “NeuroEvolution algorithm” that

is introduced in two types of nested object-oriented

encoding called “Adaptive Layer NeuroEvolution (ALNE)”

and a “Matrix-based one called “M_ALNE.” These

“NeuroEvolution algorithms” use the following subalgo-

rithms: “Self-Adaptivity in the Initial Population (SAIP),”

“Self-Adaptivity in Evolutionary Structures (SAES),” “Layer

Recombination (LR),” “Layer Mutation (LM),” and “Self-

Adaptivity in Mutation (SAM).” The evolution process

starts with “SAIP,” and then it takes short and long steps

to explore a variety of neural structures by a “SAES algo-

rithm” that uses both “LR and LM algorithms” to provide

a variety of structures. Finally, the “SAM algorithm”

guides the selected structures to a target structure.

6.3.2.1 Research 6.6 simulation of a Turing
Machine (TM) using a recursive function

6.3.2.1.1 Case for research

“Obtain a simulation of a Turing Machine (TM) using a

recursive function to analyze how the respiratory trans-

mission of a COVID-19 infected person can spread a

virus through droplets/mini-droplets emissions.”

6.3.2.1.2 General objective

Apply “MATLAB” to define, build, and make “a simula-

tion of a Turing Machine (TM) model using a recursive

function to analyze how the respiratory transmission of

an COVID-19 infected person can spread a virus through

droplets/mini-droplets emissions, specifying different vari-

ables, such as number of droplets in each respiration

cycle, rate of respiration, and wind speed at exhalation,

to obtain a result during the specified time, with the main

objective of applying appropriate infection control and

safe distance measures to slow its spread.”

6.3.2.1.3 Specific objectives

� Define initial parameters for the simulation “Turing

Machine as Recursive Function (TMRF).”
� Define external parameters for the simulation of

“Neural Turing Machine (NTM).”
� Run simulation of “TMRF.”
� Apply recursion of a function to simulate the “Turing

Machine” as a “Neural Turing Machine (NTM).”
� Count the number of air droplets in different specific

areas.

6.3.2.1.4 Background for “Modes of transmission of
SARS-CoV-2 (COVID-19)”

The two most common causative agents of infectious dis-

ease are the “virus” and “bacterium.” “Viruses are not liv-

ing organisms, bacteria are.” Viruses only grow and

reproduce inside of the host cells they infect. When found

outside of these living cells, viruses are dormant. Their

“life” therefore requires the hijacking of the biochemical

activities of a living cell. Bacteria, on the other hand, are

living organisms that consist of single cells that can gen-

erate energy, make their own food, move, and reproduce

(typically by binary fission). “Bacteria” are giants when

compared to viruses. The smallest bacteria are about 0.4

μm (one millionth of a meter) in diameter while viruses’

range in size from 0.02 to 0.25 μm. This makes most

viruses submicroscopic, unable to be seen in an ordinary

light microscope; they are typically studied with an elec-

tron microscope. Current evidence suggests that “SARS-

CoV-2,” the virus that causes “COVID-19,” is predomi-

nantly spread from person-to-person. Understanding how,

when, and in what types of settings “SARS-CoV-2”

spreads is critical to develop effective public health and

infection prevention and the control measures to break

chains of transmission [49]. The most common modes

of “SARS-CoV-2” virus transmission are “contact,” “drop-

let,” “airborne,” “fomite,” “fecal-oral,” “bloodborne,”

“mother-to-child,” and “animal-to-human transmission,”

where:

� “Contact”: “SARS-CoV-2” is transmitted very effi-

ciently via “direct contact” of an infected human with

other humans during their dairy routines.
� “Droplet”: “SARS-CoV-2” is transmitted also very

efficiently “via respiratory droplets and/aerosols”

from 1 to 7 days after exposure. The term “droplet”
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refers mostly to water with various inclusions, depend-

ing on how it is generated. Humans naturally produce

droplets by “breathing,” “talking,” “sneezing,”

“coughing,” etc. “Droplets” are of various sizes and

include various cells types, such as epithelial cells and

cells of the immune system, physiological electrolytes

contained in mucous and saliva, such as “sodium ion

(Na1 )”, “potassium ion (K1 ),” “chlorine gas

(Cl2 )” but also various potentially infectious agents,

such as “bacteria,” “fungi,” and unfortunately

“viruses,” such as the “SARS-COV-2.” Currently, the

term “droplet is often taken to refer to droplets .5

μm in diameter that fall rapidly to the ground under

gravity over a limited distance usually # 1 m.” In con-

trast, the term “droplet nuclei or mini-droplet refers to

droplets # 5 μm in diameter that can remain sus-

pended in air for significant periods of time, allowing

them to be transmitted over distances .1 m” [50].

� “Airborne”: “SARS-CoV-2 airborne transmission”

refers to the passage of a microorganism from a source

to a person though aerosols resulting in infection.

� “Fomite”: “SARS-CoV-2 fomite transmission” refers to

the transmission of infectious disease by objects.

� “Fecal-oral”: “SARS-CoV-2 fecal-oral transmission”

refers to the different pathways of the infectious diseases

from fecal to oral, such as fecal�hands�food�
mouth, fecal�air�objects�mouth, fecal�hands�
water�food�mouth, etc.

� “Bloodborne”: “SARS-CoV-2 bloodborne transmis-

sion” refers to the transmission of disease when an

infected people person’s body fluids somehow get

inside another person’s body
� “Mother-to-child”: “SARS-CoV-2 mother-to-child

transmission” occurs through different paths, such as

“intrauterine transmission” of viral transmission from

mother to fetus, “intrapartum transmission” during or

directly after delivery, and “transient viremia” as a

superficial exposure [51].
� “Animal-to-human transmission or vice versa”:

“SARS-CoV-2” originally jumped from animals to

humans. There is now abundant evidence that humans

can transmit “SARS-CoV-2” to domestic pets and other

animals. The more people infected the greater the risk

of creating a permanent animal reservoir of infection;

one that may pose a threat for generations.

The main objective of this research is to simulate how

the respiratory transmission of an “SARS-CoV-2” infected

person can spread a virus through “droplets/mini-droplets

emissions,” specifying different variables, such as number

of droplets in each respiration cycle, rate of respiration,

and wind speed at exhalation, to obtain a result during a

specific time, with the main objective of applying appropri-

ate infection control measures and to slow its spread [52].

6.3.2.1.5 Dataset

There is not a specific dataset for this research, it is a sim-

ulation of “Droplet/mini-droplet” generated by the human

breath based on different variables, such as “number of

droplets in each respiration cycle,” “rate of respiration,”

“exhalation wind speed,” “time for analysis,” and others:

� “Number of droplets/mini-droplets in each respiration

cycle”: this depends on different factors, such as

anatomy and physiology of respiratory system, body

humidity, total droplet weight, grade of infection, and

many more. Any value of droplets/mini-droplets can

be sepecified from 30 to an any specific reasonable

max value can be analyzed and represented on this

algorithm. This value represent the number of “droplet

nuclei or mini-droplets, referring to droplets # 5 μm
in diameter, that can remain suspended in air for

significant periods of time, allowing them to be

transmitted over distances.” “Respiration rate” is a

numeric value based on “normal respiration rates for

an adult person at rest range from 12 to 16 breaths

per minute” [53].
� “Exhalation wind coefficient” is based on the flow of

the breath out of a human being and the elasticity of

their lungs based on the internal surface of the lungs;

“on average a nonemphysemic person normally can

hold about 5 L of air volume” [54]; an estimation from

10 to higher coefficient values can be used in the

simulation.
� “Time for analysis” any value in minutes can be

used for the simulation, the default value of 10 minutes

was used to allow enough time for the mini-droplets

to distribute beyond the original limits of 4003 4003
400 cm, that is, a social distance of 2 m.

The main objective is to obtain an analysis over a spe-

cific time in order to “apply appropriate infection control

safe distance measures to slow its spread,” as shown in

Fig. 6.18.

6.3.2.1.6 Procedure

The MATLAB simulation is summarized in Table of

slides 6.6, and each step of the example is visually

explained using screen sequences with instructions in

easy to follow figures.
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FIGURE 6.18 Simulation of NTN to “analyze how the respiratory transmission of a SARS-CoV-2 virus-infected person can spread a virus through

droplets/mini-droplets emissions.”
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Table of slides 6.6 Steps for MATLAB to obtain a simulation of a “Turing Machine (TM) using a recursive function (RF) simulating a RNN to analyze how a respiratory

virus-infected person can infect the space through droplets/mini-droplets”.

Slide Description Screen figure

1 Open MATLAB “Simulation Turing
Machine NTM”—Step 1) Define
initial parameters for simulation
Turing Machine Recursive Function
(TMRF)
Go to the directory
“. . .\Exercises_book_ABME\CH6
\MATLAB_NTM.” Open the script
“SimTuringMachineDroplets.m.”
Copy and paste in the command
prompt: “Step 1) Define initial
parameters for simulation TMRF".
The variables for the calculation for
“Droplets/mini-droplets” are set to
be analyzed during 10 min in a
space of “40034003 400 (cm),”
where the virus-infected person is at
the center

(Continued )



(Continued)

Slide Description Screen figure

2 Open MATLAB “Simulation Turing
Machine Recursive Function
TMRF”—Step 2) Define external
parameters TMRF simulation
Copy and paste in the command
prompt: “Step 2) Define external
parameters for simulation of NTM.”
All the information needed is
summarized in 3 variables:
“inputVector” as a vector with 7
elements, “nextDirection” as
incremental droplet direction in
matrix of “numDroplets 3 3,” and
“externalMemory” as 3D
coordinates with matrix
“numDroplets 3 3”



3 Open MATLAB “Simulation Turing
Machine TMRF”—Step 3) Run
NTMRF simulation
Copy and paste in the command
prompt: “Step 3) Run simulation of
TMRF.” The simulation will show
step by step how the droplets are
expanded in the 3 axes, showing
statistics for every second of how
many droplets are: “inside walls (axis
limits),” “fall to the floor,” “exit in
the top,” and “number of droplets
going out of the walls in the time
specified.” It called two MATLAB
user functions as shown in the next
two slides

(Continued )



(Continued)

Slide Description Screen figure

4 MATLAB “Simulation Turing
Machine NTMRF”—User function
“simTMRF()”
The simulation of the “Turing
Machine” is executed by this
“recursive function” that update of
the parameters needed. The most
important is that automatically keep
track of “Location-based addressing”
and the “External Memory update,”
these steps to obtain the parameters
updated are necessary to build a
“Neural Turing Machine” as shown
in their NTM equations at Fig. 6.16



5 “Simulation Turing Machine
NTMRF”—user function
“ExternalMemoryPlot()”
This function is called from the
function “simTMRF,” to calculate
the droplets inside and outside of
the walls (axis limits)



Conclusions
� “The 2-m social distancing rule is based on an outdated

model from other viruses created some time ago 2006/

2007 [55], so it needs analysis of the complex transmis-

sion of a continuous transmission of droplets of different

sizes and exhaled air shapes in terms of the range that

they can reach.”
� “Smaller airborne droplets with SARS-CoV-2 may spread

up to 8 m concentrated in exhaled air from infected

individuals, even without background ventilation or

airflow.”
� “The risk of SARS-CoV-2 transmission falls as physical

distance between people increases, so relaxing the dis-

tancing rules, particularly for indoor settings, might

therefore risk an increase in infection rates. In some set-

tings, even 2 m may be too close.”
� “Safe transmission mitigation measures depend on mul-

tiple factors” such as “viral load,” “duration of expo-

sure,” “number of individuals,” “indoor versus outdoor

settings,” “level of ventilation, and whether face cover-

ings are worn.”, etc.

Recommendation
� The “2-m social distance for SAR-CoV-2 is not enough,”

and sometimes it is even too close when air circulation

exists. This simulation shows that the 100% recom-

mended safe distance is 4�5 m.
� The use of “masks for all the people is a must” to dimin-

ish the spread of the virus.
� The “time exposure” and the” grade of infection in peo-

ple around us” are two factors that must be considered

to stop the spread of the virus.
� The “fomite” accumulation on the floor and objects

around an infected people is a big and important issue

but it is determined on how long the virus can survive.
� “Social distancing for SARS-CoV-2” should be updated

and used alongside other strategies to reduce transmis-

sion, such as air hygiene, involving in part maximizing

and adapting ventilation to specific indoor spaces, air

conditioning with UV light to fight COVID-19 spread

[56], effective hand washing, regular surface cleaning,

face coverings where appropriate, prompt isolation of

affected individuals and others.

6.4 Modular Neural Networks types

Modular Neural Networks implies the use of a collection

of different networks working independently or depen-

dently and contributing toward the output. Each neural

network has a set of inputs, which are unique compared

to other networks, constructing and performing subtasks.

If they are independent, these networks do not interact or

signal with each other in accomplishing the tasks and can

break down a large computational process into smaller

components decreasing the complexity. This breakdown

will help in decreasing the number of connections and

negates the interaction of these networks with each other,

which in turn will increase the computation speed. If the

networks are dependent, one network complements the

work of the other. Some examples are shown in Fig. 1.11,

that is, Deep Belief Network (DBN) and others.

6.4.1 Deep Belief Network

“Deep Belief Network (DBN)” is a generative graphical

representation because it produces all possible values that

can be generated based on “probability and statistics.”

“DBN” is composed of multiple layers with values, where

there is a special relation between its layers but not with

their unbiased values to be stored in leaf nodes. “DBN” is

composed of unsupervised networks like the “Restricted

Boltzmann Machines (RBMs)” network for the pretrain

phase, where the invisible layer of each subnetwork is the

visible layer of the next. The hidden or invisible layers

are not connected to each other and are conditionally

independent and then there is a Feed Forward Network

for the fine-tune phase, in which each “RBM” layer com-

municates with the previous and subsequent layers, but

the nodes of any single layer do not communicate with

each other laterally. “DBN” can be used as a classifier, or

if ending with a “Softmax* layer” as unsupervised learn-

ing. “DBN” are used to recognize, cluster, generate

images, video sequences, and motion-capture data.

Note*: Softmax function takes an input as a vector of

K real numbers and normalizes it into a probability distri-

bution consisting of K probabilities. The input vectors

that could contain negative or greater than 1 values are

converted to components in the interval (0,1), and they

will add up to 1, representing probability values.

The first step in “DBN” is the training of a layer of

properties that can obtain the input signals from the pixels

directly. Then, the second step is to is treat the values of

this layer as pixels to learn features of the previously

obtained features in its second hidden layer, as shown in

Fig. 6.19A, and every time that another layer of properties

or features is added to the “belief network” there is an

improvement in the lower bound on the log probability of

the training dataset, as indicated in Fig. 6.19B as “DBN

Step 2” and Fig. 6.19C as “DBN Step 3.” The “greedy

learning algorithm*” applies the training of each “RBM”

at a time, and until all the “RBMs” have been trained.

Note: The “greedy learning algorithm*” is any algo-

rithm that follows the problem-solving heuristic of mak-

ing the locally optimal choice at each stage [57].

Some examples of “Deep Belief Network (DBN)”

applied to “Biomedical Engineering” are:

� “Composite Deep Belief Network approach for

enhanced Antepartum fetal electrocardiogram signal”

by Jagannath et al. [58]. “Antepartum Fetal”
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surveillance is the most vital area of investigation dur-

ing the pregnancy period. The “fetal electrocardio-

gram (fECG)” signal can be detected during

pregnancy from the “antepartum stage.” Generally,

“fECG” signal analysis is not carried out for “Fetal

surveillance.” Rather, the traditional methodologies

like “phonocardiogram,” etc. are utilized. The reason

is the unavailability of an effective methodology for

providing a good quality fECG signal. The proposal of

a hybrid tactic called “Bayesian Deep Belief Network

(BDBN) for fECG” signal enhancement is presented in

this article. The proposed BDBN technique involves

“Bayes’ filtering methodology in amalgamation with

Deep Belief Network.” The Bayes’ filtering was

employed to eliminate undesired signal components. A

deep learning (DL) technique was utilized with Deep

Belief Network (DBN) to extract high-quality fECG

signal. The methodology resulted in a good quality

fECG signal which is indeed valuable for timely phy-

sician analysis.
� “Deep belief network and linear perceptron based

cognitive computing for collaborative robots” by Lv

and Qiao [59]. This paper has the objective to analyze

the performance of the control system of collaborative

robots based on “cognitive computing technology”

using a combination of “cognitive computing” and

“deep belief network” algorithms with collaborative

robots to construct a cognitive computing system

model based on deep belief networks, which is applied

to the control system of collaborative robots. Further,

the simulation is used to compare and analyze the

algorithm performance of a “deep belief network

(DBN),” “multilayer perceptron (MLP),” and the “cog-

nitive computing” system model of a “deep belief net-

work and linear perceptron (DBNLP),” reaching the

conclusion that the application of the “DBNLP” algo-

rithm model to collaborative robots can significantly

improve their accuracy and safety, providing an exper-

imental basis for the performance improvement of

later collaborative robots.
� “Modeling task-based fMRI data via deep belief net-

work with neural architecture search” by Qiang et al.

[60]. In this paper they proposed an unsupervised

“neural architecture search (NAS) framework” on a

“deep belief network (DBN)” that models volumetric

“Functional magnetic resonance imaging (fMRI)”

data, named “NAS-DBN.” The “NAS-DBN framework”

is based on “Particle Swarm Optimization (PSO),”

where the swarms of neural architectures can evolve

and converge to a feasible optimal solution. The

experiments showed that the proposed “NAS-DBN”

framework can quickly find a robust architecture of

“DBN,” yielding a hierarchy organization of functional

brain networks (FBNs) and temporal responses.

FIGURE 6.19 Deep Belief Network (DBN) based on RBM layers: (A) DBN Step 1, (B) DBN Step 2, (C) DBN Step 3, and (D) Siegert neurons

equations.
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In the example shown in the Research 6.7 a “DBN”

[61] is a “Spiking deep belief network (SDBN)” that is

constructed by stacking “RBMs” and interpreting the hid-

den layer of the lower “RBM” as the visible layer, known

as the “visual input layer,” with 784 units from images

with “283 28 pixel” resolution, to the next hidden layer

known as the “visual abstraction layer” that has the visu-

alization of the weight learned as a subset. Because the

“RBM” is a “Recurrent Neural Network (RNN)” in the

recursive process the “Visual Input Layer” can be seen in

two ways: “Visual Input Layer Bottom-Up” and “Visual

Input Layer Top-Down.” And finally, an “Associative

layer” of 10 units for classification is built to identify the

image in the categories that must agree with the specific

label in the training. The Research 6.7 is an example of a

“Neural simulation” based on “spiking generative modes”

applying the “leaky integrate-and-fire neurons (LIF)”

known as “Siegert neuron*” that can be used in Poisson

input trains by analyzing the subthreshold activity of the

neurons.

Note: “Siegert Neurons” have outputs that approxi-

mate the mean firing rate of leaky integrate-and-fire neu-

rons with the same parameters using the sequence of

equations shown in Fig. 6.19D.

6.4.1.1 Research 6.7 Create a Deep Belief
Network model to analyze and differentiate
normal and pneumonia chest X-rays

6.4.1.1.1 Case for research

Obtain a “DBN model” from MATLAB based on node-

neurons from “Spiking Neural Networks (SNN)” applying

the “Siegert Neurons mathematical model” to “differenti-

ate normal and pneumonia chest X-rays.”

6.4.1.1.2 General objective

Apply “MATLAB to define, build, and make “a simulation

of a Deep belief Network model using “Recurrent Neural

Network (RNN)” as the “Restricted Boltzmann Machine

(RBM)” using the “greedy algorithm” and applying the

“Siegert Neurons mathematical model” for node-neurons

firing as a “Spiking Neural Networks (SNN),” with the

objective of obtaining a “classification of chest X-ray

images to differentiate normal and pneumonia.”

6.4.1.1.3 Specific objectives

� “Load all chest X-ray images” from the two categories

in an image store MATLAB variable and split them as

70% for training, and 30% for validation (testing).
� “Prepare train and validation chest X-rays,” and label

them as a vector, organized as a matrix.
� “Setup all net variables and train DBN-network” to

finish visualizing all images generated.
� “Show the classification process of the DBN live” to

test “Chest X-ray images” and find the correct cate-

gory in the classification.

6.4.1.1.4 Background for “COVID-19 lung imaging
chest X-rays

Note: Please read Research 6.5, section 6.2.10.1 back-

ground for “COVID-19 lung imaging chest X-rays.”

6.4.1.1.5 Dataset

The dataset images are in a folder named

“Chest_X_Rays” that has two subfolders for general cate-

gories, as shown in Fig. 6.20:

� Subfolder “1” for “Normal Chest X-rays” with 12

CXR images.
� Subfolder “2” for “COVID-19 Pneumonia Chest X-

rays” with 9 CXR images.

Note: This images dataset is available in the compan-

ion directory of the book, in the following folder

“. . .\Exercises_book_ABME\CH6\MATLAB_DBN.”

6.4.1.1.6 Procedure

The MATLAB simulation is summarized in Table of

slides 6.7, and each step of the example is visually

explained using screen sequences with instructions in

easy to follow figures.
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FIGURE 6.20 Deep Belief Network (DBN) dataset with two subfolders: “1 (Normal Chest X-rays)”, and “2 (COVID-19 Pneumonia Chest X-rays)”.
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Table of slides 6.7 Steps for MATLAB to obtain an DBN model from MATLAB based on node-neurons from Spiking Neural Networks (SNN) applying the “Siegert

Neurons mathematical model to differentiate normal and pneumonia chest X-rays.

Slide Description Screen figure

1 Open MATLAB “Deep Belief
Network for chest X-rays”—Step 1)
Load all chest X-ray images and split:
70% training 30% validation
Go to the directory
“. . .\Exercises_book_ABME\CH6
\MATLAB-DBN.” Open the script
“DBN.m.” Copy and paste in the
command prompt: “Step 1) Load all
chest X-ray images and split: 70%
training 30% validation.” Where the
original images are read on an
imagestore MATLAB variable and
randomly divide in training and
validation dataset



2 MATLAB “Deep Belief Network for
chest X-rays”—Step 2) Prepare Train
and Validation images and labels as
a vector
Copy and paste in the command
prompt: “Step 2) Prepare Train and
Validation images and labels as a
vector.” For this example, the two
MATLAB user functions as called:
“labels() and images()” that read the
label and images form the
subdirectory classes and generate a
vector place in matrices:
“images_x_T” and “images_y_T” for
Training and “images_x_V” and
“images_y_V” for validation as seen
in the inserted Figures

(Continued )



(Continued)

Slide Description Screen figure

3 MATLAB “Deep Belief Network for
chest X-rays”—Step 3) Setup and
Train DBN-network and visualize
images generation
Copy and paste in the command
prompt: “Step 3) Setup and Train
DBN-network and visualize images
generation.” The training is made in
150 epochs, because the weights are
randomly generated in the first step
please verify that it has scored
.5 75, if not please repeat step 3



4 MATLAB “Deep Belief Network for
chest X-rays”—Step 4) DBN live to
test 2 Chest X-ray images
Copy and paste in the command
prompt: “Step 4) DBN live to test 2
Chest X-ray images.” Where the test
images are analyzing showing the
dynamic spikes and then its
histogram is generated to see the
class (category) obtain in the
classification. *These figures are
shown in the next slides

(Continued )



(Continued)

Slide Description Screen figure

5 MATLAB “Deep Belief Network for
chest X-rays”—Step 4) Figures that
show the Results DBN live testing 2
Chest X-ray images
When Step 4) is run, the image num
2 and 6 are analyzed as shown in A)
and C), where the process
dynamically compares each image
with each generative image during
the training. The histogram for
image 2 in B) shows that it is
classified as “class 1 or Normal
Chest X-Rays,” and the histogram
for image 6 shows that it is classified
as “class 2 or abnormal Chest X-
rays”



Conclusions

The “Deep Belief Network” based on node-neurons

from “Spiking Neural Networks (SNN)” applying the

“Siegert Neurons mathematical model” allows:
� Generative graphical representation producing all possi-

ble values that can be generated, as shown in Table of

slides 6.7: slide 3, where 100 images were generated

from 14 images used for the training to generate the

“Deep Belief Network model.”
� For testing or validation of a series of figures obtained

as indicated in the Table of slides 6.7: slide 5. The

images are compared during the process at the “Visual

Input Bottom-Up,” “Associative Layer,” “Label Layer,”

and “Visual Input Top-Down Layer.” And finally, an

“histogram” indicates the corresponding “classification

category” as “1” for image 2, and “2” for images 6 from

the validation dataset.

Recommendation

This example was developed as a simulation for “DBN

proof of concept” with only 21 images with low resolution

of “28�28 pixels” to be run on all most computers, A high-

er number of images with higher resolution can be used

with a computer that has a parallel computing platform and

programming model developed for general computing on

“graphical processing units (GPUs),” such as “NVIDIA.”

6.5 Evolutionary Deep Neural Networks
types

Evolutionary Deep Neural Networks imply all new ways

to automate features for the required engineering and new

architecture designs based on observations of how the

human brain processes, accesses, analyzes, deducts, and

reasons, applying new technologies as they become avail-

able. Examples are “Capsule Networks (CapsNet)”,

“Attention networks (AN)”, and others.

6.5.1 Capsule Networks

“Capsule Networks (CapsNet)” was invented by Geoffrey

Hinton, one of the godfathers of “Deep Learning.” It is a

biology inspired alternative to pooling, where “neurons

are related to multiple weights using a numeric vector”

instead of just one weight as a scalar value. This method

uses a new concept known as “capsules” that perform

quite complicated internal computations on their inputs

and then “encapsulate” the results of these computations

into a small vector of highly informative data including

where is the object encapsulated, the scale of the object,

its angle and other spatial information, and “dynamic

routing between capsules algorithm” that allow capsules

to communicate with each other and create representa-

tions similar to scene graphs in computer graphics. The

“CapsNet” uses a lot of computational resources of “GPU

(Graphics Processing Units) type” and it can be used to

obtain a better hierarchical relationship model, to more

closely mimic biological neural organization [62]. As a

specific definition for “a capsule” is a group of neurons

where the activities of the object or part of the object

encapsulated are represented as an “activity vector,” that

includes the probability that the entity exists and its orien-

tation represents the instantiation parameters.

The “Convolutional Neural Network (CNN)” has a

“convolutional layer” to detect important features from

the image pixels, to learn to detect simple features, such

as edges and color gradients, and in higher layers to com-

bine simple features into more complex features. The

main problem with “CNN” is that the use of “max pool-

ing” or “successive convolutional layers” raises the per-

formance, while “max pooling” loses valuable

information. This is a big problem when detailed informa-

tion must be preserved throughout the network, such as in

“semantic segmentation.” To resolve this problem some

CNN complex architectures are built to recover some of

the lost information.

In “CapsNet” the following concepts are applied:

� The traditional neurons that receive “scalar values

ðxiÞ’’ as input and deliver “scalar values ðyiÞ’’as out-

put were replaced in “CapsNet” with “capsules” that

use “vector values (uiÞ” as input and deliver “vector

values ðvjÞ’’ as output.
� The “CNN” traditional operations in neurons for:

“weighting aj 5
P

Wixi 1 b’’ and “nonlinearity acti-

vation function hw;b xð Þ5 f aj
� �

’’ “in “CapsNets” were

replaced by: “Afine Transformation ûjji 5wi;jui’’;

“weighting Sj 5
P

ci;i ûjji ; ’’ and “nonlinearity

activation function vj 5
j Sjj jj2

11 j Sjj jj2
Sj

j Sjj jj .”

The “CapsNet” has an architecture than can be divided

into two parts, as shown in Fig. 6.21: an “encoder” using

supervised learning with a multilabel max norm loss, and

a “decoder” using unsupervised learning for reconstruc-

tion loss, where:

� “Encoder” is a part of the network that takes images

inputs to recognize the images from a predefined

group of 9, in this example with “283 28” pixel size

resolution, and learns to encode it onto a 103 16-

dimensional vector, as shown in the upper part of

Fig. 6.21 using the following three layers:

x “Convolutional layer” is used to detect basic fea-

tures in the 2D image. In the “CapsNet,” the “con-

volutional layer” has “256 kernels” with size of

“93 93 1” and stride “1*,” followed by “ReLU

activation,” that performs a threshold operation to

each element of the input, where any value less
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than zero is set to zero. Each kernel has 1 bias, thus

this layer has (93 91 1)3 2565 20,992 trainable

parameters that need to be trained.

Note: Stride is a parameter of the neural network’s

filter that modifies the amount of movement over the

image or video. For example, if a neural network’s stride

is set to 1, the filter will move one pixel at a time.

x “PrimaryCaps layer” takes the basic features

detected by the “convolutional layer” and creates

combination of the features. It has 32 “primary

capsules,” where each capsule has eight

“93 93 256” convolutional kernels with stride

“2.” All parameters need also to be trained.

x “ImageCaps layer” has 1 digit for category, for

example, the MINST dataset has 10 capsules, one

for each digit from 0 to 9 in a matrix of “163 10”

to be recognized, this layer is also known as

“DigitCaps.”
� “Decoder,” as shown in the lower part of Fig. 6.21,

takes a 16-dimensional vector from the “encoder” and

learns to decode it into an image onto a 283 28 image

with the loss function based on “Euclidian distance”

between the reconstructed image and the input image.

For this, the “Decoder” also uses the following three

layers:
� “Fully Connected layer #1” receives as input a

“163 10” matrix that are all directed to each of the

“512” neurons in the output of this layer.

� “Fully Connected layer #2” receives as input

“512” values that are all directed to each of the

“1024” neurons in the output of this layer.
� “Fully Connected layer #3” receives as input

“1024” values that are all directed to each of the

“784” neurons in the output of this layer. This is

reshaping back to the original size of “283 28”

pixels image.

Note*: “CapsNet” has a state-of-the-art performance

on simple datasets, but in a large dataset the excess

amount of information in images throws off the capsules.

They are continuously researching for new applications

by applying different technologies to handle the images

information.

Some examples of “Capsule Networks (CapsNet)”

applied to “Biomedical Engineering” are:

� “Multichannel EEG-based emotion recognition via a

multilevel features guided capsule network” by Liu

et al. [63]. In this paper, they propose an effective

“multilevel features guided capsule network (MLF-

CapsNet)” for “multichannel EEG-based emotion rec-

ognition.” The “MLF-CapsNet” is an end-to-end

framework, which can simultaneously extract features

from the raw “electroencephalogram (EEG)” signals

and determine the emotional states. Compared with

the original “CapsNet,” it incorporates multilevel fea-

ture maps learned by different layers in forming the

FIGURE 6.21 Capsule Network layer structure: Encoder and Decoder.

602 Applied Biomedical Engineering Using Artificial Intelligence and Cognitive Models



primary capsules so that the capability of feature

representation can be enhanced. In addition, it uses a

bottleneck layer to reduce the number of parameters

and accelerate the speed of calculation.

� “Convolutional capsnet: A novel artificial neural net-

work approach to detect COVID-19 disease from X-

ray images using capsule networks” by Toramanet al.

[64]. In this study, a novel artificial neural network,

“Convolutional CapsNet” for the detection of COVID-

19 disease is proposed by using “chest X-ray images

with capsule networks.” The proposed approach is

designed to provide fast and accurate diagnostics for

COVID-19 diseases with binary classification

(COVID-19, and No-Findings), and multiclass classifi-

cation (COVID-19, No-Findings, and Pneumonia).

� “Tag recommendation by text classification with

attention-based capsule network” by Lei et al. [65].

Tag recommendation has been attracting much atten-

tion with the growth of digital resources. The goal of a

tag recommendation system is to provide a set of tags

for a piece of text to ease the tagging process done

manually by a user. These tags have been shown to

enhance the capabilities of search engines for navigat-

ing, organizing, and searching content. However, tag-

ging text manually is time-consuming and labor-

intensive. In this paper, they introduce a “tag recom-

mendation by text classification.” They explore the

“capsule network with dynamic routing for the tag rec-

ommendation task.” The “capsule network” encodes

the intrinsic spatial relationship between a part and a

whole constituting viewpoint invariant knowledge that

automatically generalizes to novel viewpoints. In addi-

tion, an attention mechanism is incorporated into the

capsule network to distill important information from

the input documents.

The “CapsNet” uses a lot of computational resources of

“GPU (Graphics Processing Units) type” and it can be used

to obtain a better model hierarchical relationship, to more

closely mimic biological neural organization [62]. As a spe-

cific definition for “a capsule” is a group of neurons where

the activities of the object or part of the object encapsulated

are represented as an “activity vector,” that includes the

probability that the entity exists and its orientation to repre-

sent the instantiation parameters.

6.5.2 Attention networks

“Attention network (AN)” as shown in Fig. 6.22A, uses

frequently a “Recurrent Neural Network RNN (vi),” and

an “Attention Mechanism (hi;αiÞ’’to combat information

decay by separately storing previous network states, and

switching attention between the states to obtain an output

(yi). Where in the “RNN are encoders and decoders”

FIGURE 6.22 Attention Network: (A) A general block diagram and (B) A time sequence RNN (Encoder�Decoder) for Image Captioning.
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where the hidden states of each iteration in the encoding

layers are stored in memory cells (hiÞ as shown in

Fig. 6.22B, where the “decoding layers” are connected to

the “encoding layers,” but it also receives data from the

memory cells filtered by an attention context (~ iÞ: This
filtering step adds context for the decoding layers stres-

sing the importance of some particular features.

The “attention network” producing this context is

trained using the error signal from the output of decoding

layer. Moreover, the attention context can be visualized

giving valuable insight into which input features corre-

spond with what output features. “AN” also includes the

transformer architecture [66], where transformers use

attention mechanisms to gather information about the rel-

evant context of a given word, and then encode that con-

text in the vector that represents the word. So, in a sense,

attention and transformers are about smarter representa-

tions. “AN” typically has the objective of accomplish text

classification based in “Words make sentences and sen-

tences make documents,” It uses “stacked recurrent neu-

ral networks” on word level followed by “attention

model” to extract such words that are important to the

meaning of the sentence and aggregate the representation

of those informative words to form a sentence vector.

Then the same procedure applied to the derived sentence

vectors which then generate a vector who conceives the

meaning of the given document and that vector can be

passed further for text classification* [67].

Some examples of “Attention networks (AN)” applied

to “Biomedical Engineering” are:

� “SiamAtt: Siamese attention network for visual track-

ing” by Yang et al. [68]. Visual attention has recently

achieved great success and wide application in deep

neural networks. They introduce an “attention branch

in the region proposal network” that contains a classi-

fication branch and a regression branch. They perform

foreground�background classification by combining

the scores of the classification branch and the attention

branch. The regression branch predicts the bounding

boxes of the candidate regions based on the classifica-

tion results.
� “Domain-specific Involvement of the Right Posterior

Parietal Cortex in Attention Network and Attentional

Control of ADHD: A Randomized, Cross-over, Sham-

controlled tDCS Study” by Salehinejad et al. [69].

“Transcranial direct current stimulation (tDCS)” has been

increasingly used in “attention-deficit hyperactivity disor-

der (ADHD)” with mixed results. In this paper they

explored the effects of “anodal tDCS” over the “right pos-

terior parietal cortex (r-PPC)” on “attentional functioning

(i.e., attention networks, selective attention, shifting atten-

tion)” and response inhibition in “ADHD children.”
� “Cross-modal recipe retrieval via parallel- and cross-

attention networks learning” by Cao et al. [70].

“Cross-modal recipe retrieval” refers to the problem

of retrieving an image from a list of image candidates

given a textual recipe as the query, or the reverse side.

They study the problem of “cross-modal recipe

retrieval from the viewpoint of parallel- and cross-

attention networks learning.” Specifically, they exploit

a “parallel-attention network” to independently learn

the “attention weights of components in images and

recipes.” Thereafter, a “cross-attention network is pro-

posed to explicitly learn the interplay between images

and recipes,” which simultaneously considers “word-

guided image attention and image-guided word atten-

tion.” Lastly, the learned representations of images

and recipes stemming from “parallel- and cross-

attention networks are elaborately connected and opti-

mized using a pairwise ranking loss.”

Note*: Please see an “AN” example at Chapter 7, Research

7.2 “Attention network using Long/Short-Term Memory to

Classify Text of COVID-19 symptoms”.
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Chapter 7

Cognitive learning and reasoning models
applied to biomedical engineering

7.1 Introduction

In this chapter we will focus on many “prestudies and

preanalysis of different Biomedical Engineering problems

that need to be develop with specialized research projects

applying Cognitive Learning and Reasoning (CL&R)

algorithm, that can be integrated to the Proposed

General Architecture framework of a Cognitive

Computing Agents System (AI-CCAS)” with special

emphasis on “Cognitive Learning and its relationship
with the neuroscience of reasoning, proposed as
Cognitive Learning Reasoning (CL&R) using Cognitive
Computing (CC).” Through this book, we have studied

many interactions of different “human illnesses, diseases,

and disorders,” where “human illness” is defined as body

damage that needs to be cured, such as infections, inju-

ries, cells degeneration, etc.; “human diseases” are

defined as states or reactions that must be managed, such

as pain, discomfort, weakness, fatigue, etc.; and “human

disorders” are defined as functions or abnormalities that

must be treated, such as physical, mental, genetic, emo-

tional/behavioral, and functional issues. The complexity

needed for the analysis is boundless, and can only be ana-

lyzed through multidisciplinary science, as indicated in

Chapter 1, Biomedical Engineering and the Evolution of

Artificial Intelligence, Fig. 1.1, via the interaction of

fields such as “Biomedical Engineering,” “Neurology,”

“Cognitive Sciences,” and “Computer Science” using

tools with “exponential technologies” such as “Artificial

intelligence (AI)” and others through “continuous expo-

nential evolution,” as shown in Chapter 1, Fig. 1.3, that

are, “Machine Learning (ML),” “Deep Learning (DL),”

and “Cognitive Computing (CC).” The main purpose is to

obtain useful “AI models” that can help to analyze human

health problems. Now it is the time to apply them and

many others in research projects.

Note: Each “AI-CCAS” step and its iteration with “CL&R”

using “CC” is explained with more detail in the next sections.

7.2 Artificial intelligence and Cognitive
Computing Agents System (AI-CCAS)

The “main objective of AI-CCAS is to create specific AI

cognitive models based on special human cognitive func-

tionality factors of the affected patients,” in order to

detect, evaluate, and classify different important human

factors, such as “Gesture recognition,” “Speech genera-

tion,” “Mood behavior,” “Expressed Sentiments,” and

others to obtain a real feedback of “nonmotor neurologi-

cal symptoms,” that until now in general ways are evalu-

ated based on procedures, questions, and answers of

patients, caregivers, and others. Developing and using a

framework, such as “Cognitive Computing Agents System

(AI-CCAS),” medical doctors and specialists can take bet-

ter decisions based on improving feedback with para-

meters (values) using real measurement of behavioral

information variables, that can be stored, and then can be

available as “AI-medical history,” that is, “AI Information

retrieval models,” “AI Knowledge formation,” “AI extrac-

tion methods,” and many other new techniques that are

necessary for development. “AI specialized tools evaluate

human behaviors” accordingly, and can improve the

“follow-up of the patient’s diseases progression” by eval-

uating if their treatments, medicines, health exercises, etc.

are well prescribed in amount or effects, obtaining in each

patient visit measurements to be compared with expected

results to determine if they need to be readjusted.

Different methods and techniques with examples have

been explained and developed in many research examples

through this book for the components of the proposed

framework. As shown in Fig. 7.1, “Cognitive Computing

Agents System (AI-CCAS)” are: “speech recognition,”

“visual recognition,” “biomedical instruments (bioinstru-

ments),” “AI-ML-DL-CC dataset obtainment for biomedi-

cal engineering including cognitive detection human-like

abilities,” “AI technologies evolutions as cognitive com-

puting,” “AI-ML-DL-CC models obtainment including

cognitive models,” “AI-ML-DL-CC human functionalities

analysis including cognitive evaluations,” “inference
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engine,” “actions generation,” “speech generation,”

“imagen generation,” and “motion generation.” The

descriptions of each component shown at Fig. 7.1 can be

summarized as:

1. “Speech recognition” is frequently used in “Natural

Language Processing (NLP)” in two different ways:

“Natural Language Understanding” and “Natural

Language Generation” to facilitate the obtainment of

different “AI models.”

2. “Vision recognition” is used to perform a large num-

ber of “machine learning” and “deep learning”

applications based on visual tasks through “computer

vision,” “optical character recognition,” “labeling

the content of images with meta-tags,” “performing

image content search,” and other “AI applications,”

such as guiding autonomous robots, self-driving cars,

and accident avoidance systems.

3. “Biomedical instruments (bioinstruments)” are fre-

quently used for data acquisition as a specialized

instrument, with appropriate sensors over the biological

body to record, store, measure, and display information

about the body�s functions. Examples of bioinstruments

that can be used are: “Electrocardiograph (ECG),”

a device that measures electrical activity of the

heart; “Electromyography (EMG),” a device that

measures electrical activities from the muscles;

“Electroencephalography (EEG),” a device that

measures electric activities from the brain; “Medical

image scanners” such as “X-ray,” “Computed tomogra-

phy (CT),” “Magnetic Resonance Imaging (MRI),”

“Functional Magnetic Resonance Imaging (fMRI),”

and “Ultrasound imaging,” and many others [1].

4. “AI-ML-DL-CC dataset obtainment for Biomedical

Engineering including Cognitive detection Human-

like abilities.*” These datasets are files of informa-

tion captured through different input sensors and

instruments via many methods, as explained in the

“speech recognition,” “visual recognition,” “biomed-

ical instruments (bioinstruments)”, plus many other

datasets that can be found in many places, such as

“ImageNet” [2] which contains over 14 million

images in over 20,000 categories; “Open Images by

Google” [3] that has over 9 million images that map

to 6000 categories; “YouTube-8M” [4] a massive

dataset taken from YouTube videos with complete

annotations on a frame-by-frame basis, “COCO” [5]

a large-scale object detection, segmentation, and cap-

tioning dataset; and “COIL100”[6] from Columbia

University Image Library, which contains 100

images that are mapped from all possible angles.

This can be useful for many DL tasks where parts of

an image might be occluded and need to be recon-

structed. There are many other places that store mil-

lions of terabytes of video, email, photos, Facebook

posts, and everything else.

Note*: To create a “cognitive human model” it is

necessary to include in its design the “cognitive

human-like abilities,” as explained in Chapter 1,

Section 1.5.19: “Perception,” “Attention,” “Learning,”

“Memory,” “Reasoning,” “Actions,” “Emotions,”

FIGURE 7.1 Cognitive Computing Agents System (AI-CCAS) framework showing its main components.
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“Social Interaction,” “Planning,” and other important

human factors.

5. “AI technologies evolution as Cognitive Computing.”

The AI technology evolution” is on its way and

growing in exponential form as a part of this evolu-

tion, based on the availability of new algorithms that

need more specialized resources, as indicated in

Chapter 1, Fig. 1.3. Each AI technology can be seen

as a set of algorithms that give a special way of

behaving to a smart system; these are: “Artificial

intelligence (AI),” “Machine Learning (ML),” “Deep

Learning (DL),” “Cognitive Computing (CC),” and

others that are on their way.

Note*: “Cognitive Computing” as a subfield of

“Cognitive Science” has the main objective to study,

learn, and “simulate human thought process by AI

computerized models.” Using “self-learning algo-

rithms of ML and DL” one can apply data mining,

pattern recognition, natural language processing, and

other techniques that will allow computer system to

mimic how the human brain works, as explained in

Chapter 2, Introduction to Cognitive Science,

Cognitive Computing, and Human Cognitive

Relation to Help in the Solution of AI Biomedical

Engineering Problems, Section 2.4 and shown in

Chapter 2, Fig. 2.5.

6. “AI-ML-DL-CC Models Obtainment including

Cognitive models” allows the development of many

applications from automation to advance analytics in

many fields and “Biomedical Engineering.”

Note*: CC models are obtained from a combina-

tion of AI technologies that mimic the human

thought processes, and they are the processes studied

in Cognitive Science when trying to understand the

human brain and how it functions.

7. “AI-ML-DL-CC Human Functionalities analysis

including Cognitive Evaluations,” These analysis

techniques allow one to assist, verify, compare, and

automate the human functionalities as a way to

improve the synergy of human functionalities and AI.

Note*: “Cognitive Evaluations” are based on

“Cognitive Assessments” [7]. which evaluates areas of

the brain function, including memory, concentration,

processing speed, language, and reasoning capabilities.

“Baseline cognitive assessment” provides a reference

point to measure against in the case of problems or

concerns (including major illness or brain injury) [8].

8. “Inference Engine” is a tool used to make logical

deductions and derive conclusions about knowledge

assets. They are useful in working with all sorts of

information, for example, to enhance “Biomedical

Engineering applying Artificial Intelligence.”

9. “Knowledge Storage AI Database (KSAID)” is

defined as an organized collection of structured or

unstructured data in a database, with the purpose of

locating fast data history, and to resolve further situa-

tions based on previous experiences. All the informa-

tion stored is available to data management

technologies in the system using smart relational

databases, which allow interactive responses to the

analysis goal prompted for users, which can be from

humans, computer personal assistants, chatbots,

robots, etc. They can be used in limitless “AI mod-

els” in applications such as “Natural Language

Processing (NLP)” for information retrieval, infor-

mation extraction, language translation, language

spelling and grammatical accuracy of texts in text

processors, text simplification, interactive voice

response or IVR, sentiment analysis, text summariza-

tion, computer personal assistant, spam filters,

speech recognition, natural language generation,

speech generation, and many others as explained in

more detail in Chapter 2, Section 2.5. In summary,

“KSAID” is a technology to store complex structured

and unstructured information on large relational data-

bases that uses “Artificial Intelligence” tools to con-

tinuously organize and extract knowledge when

needed that can be used by an “Inference engine”

along with information that can be used for different

types of reasoning based on the facts deduced or to

find and highlight inconsistencies [9].

10. “Actions Generation” are the data results that can

generate orders or procedures to be executed as

actions in output devices, and usually are stored in

the “knowledge storage database” as a new data by

the “inference engine,” where the result is based on

“affirmative reasoning results” that extract new data

to reach a “positive inference.” This contrasts with

the “denied reasoning results” based on inconsisten-

cies detected as “negative inference.”

11. “Speech Generation” is an indispensable tool for out-

put used for “Natural Language Understanding

(NLP)” using “Cognitive Computing” and communi-

cating the resulting “Cognitive AI models.”

12. “Image Generation” is an “AI tool” frequently used

in images and videos to apply analysis of different

variations, to add objects as augmented reality, etc.

13. “Motion Generation” is frequently used in many AI

devices: for rehabilitation in healthcare, robots, and

biomedical instruments, such as in MRI to move the

magnetic field around and adjust the table the patient

bed in order to obtain the axial/coronal/sagittal slices

needed during the scanning, etc.

In this book the proposed “Cognitive Computing Agents

System (AI-CCAS) framework” is used to analyze “nonmotor

(Continued )
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(Continued)

symptoms of neurologic diseases” applying “Cognitive

Learning Reasoning (CL&R) using Cognitive Computing

(CC).” Also, this framework can be used to analyze “motor-

symptoms of neurological diseases” and their research pro-

jects, as explained in my book: “Applied Biomechatronics

using mathematical models—Chapter 7 Case studies of

applied Biomechatronics solutions based on mathematical

models” [10] with research of body movement disorders for

different neurologic diseases based on the type of gait.

7.3 Inference engine and research
example

“Inference Engine” is a tool used to make logical deduc-

tions and derive conclusions about knowledge assets.

It applies logical rules to the “Knowledge Storage AI

Database” to deduce new information typically repre-

sented as rules, like the “inference engine typical rule for-

mat” as represented in Eq. (7.1).

Inference Engine typical rule format

IF, logical expression query. THEN

, logical expression deducted.
(7.1)

This is an iterative process of many logical rules, where

each iteration can trigger additional rules to be queried in

the information to reach a valid deduction or reject it.

“Inference Engine” basically works in two modes: “for-

ward reasoning” and “backward reasoning,” where:

� “Forward reasoning” is a logical inference of deduc-

tive arguments and rules of inferences.
� “Backward reasoning” is an inference method that

applies a “depth-first-search algorithm” that starts in a

tree in one selected arbitrary node known as the “root”

and explores as far as possible along each branch

before “backtracking.”

There are many ways to define “inference engine

rules,” because they have to extract information based on

imprecisions and uncertainties, such as symptoms that

may or may not occur in patients, to reach a categoriza-

tion needed for supervised models that can be applied to

obtain “AI models,” as explain in the next Research 7.1.

7.3.1 Research 7.1

“Inference engine” to extract text information stored in

the “Knowledge Storage AI Database” for “COVID-19

(SARS-COVS-2)” symptoms and to define their categories.

Note: This is an introductory example for understand

an “inference engine” and its relation with “Knowledge

Storage AI Database.”

Case for research

Define steps for an “Inference Engine” from a

“General Architecture framework of an AI and Cognitive

Computing Agents System (AI-CCAS)” to extract text infor-

mation stored in the “Knowledge Storage AI Database” for

“COVID-19 (SARS-COVS-2)” symptoms, and to define the

“categories (classes)” to be used to obtain an “AI model.”

General Objective

Obtain and apply the general steps needed for an

“Inference Engine” to extract text information from the

“Knowledge Storage AI Database” in the “AI and

Cognitive Computing Agents System (AICCAS).”

Specific Objectives

� Define the general step for an “Inference Engine” to

extract text information from the “Knowledge Storage AI

Database” for “COVID-19 (SARS-COVS-2)” symptoms.
� Introduce “fuzzy rule extraction methods” for the

“Inference Engine” of the “General Architecture

framework of AI and Cognitive Computing Agents

System (AI-CCAS).”
� Develop the “inference engine criteria” for the “coro-

navirus COVID-19 symptoms.”
� Identify the variables needed for the “fuzzy inputs X”

and “fuzzy outputs Y” to define their “fuzzy universal

set” and “fuzzy sets.”
� Obtain the “Phenomenon fuzzy sets criteria” that

represents the summary of the variables needed

to describe the symptoms and their category classes.
� Define the “fuzzy input linguist variable” and their

corresponding “fuzzy output linguist variable” to

define the “fuzzy rules” needed to extract the text

information.
� Extract text information as a useful dataset using the

“inference engine” to obtain the results in a specific

dataset from the “Knowledge Storage AI Database.”

Background for “COVID-19 symptoms”
“COVID-19” affects different people in different

ways. Most infected people will develop mild to moderate

illness and recover without hospitalization. Anyone can

have mild to severe symptoms. But older adults and peo-

ple who have severe underlying medical conditions like

heart or lung disease or diabetes seem to be at higher risk

for developing more serious complications from “COVID-

19.” The symptoms are sometimes confusing based in the

fact that people with COVID-19 have had a wide range of

symptoms reported: ranging from mild symptoms to

severe illness, and symptoms may appear 2�14 days after

exposure to the virus. People with these symptoms may

have COVID-19 [11,12].

Dataset

The dataset for coronavirus symptoms can be

extracted from different well recognized “health web-

sites,” such as http://www.cdc.gov [11], http://www.who.

int [12], etc., as shown in Fig. 7.2.
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Procedure

Implement the “inference engine” to extract text infor-

mation stored or to be stored in the “Knowledge Storage

AI Database” for “COVID-19 (SARS-COVS-2)” symp-

toms, and define their categories for the “AI model.” The

“fuzzy inference systems” defined in “Soft Computing”

allows one to obtain computing models that are tolerant

of the imprecision and uncertainty and that work with a

partial truth under approximation to achieve tractability

and robustness with a low computing solution cost.

Because usually the text information is vague and impre-

cise one common approach is to apply one of the “fuzzy

rule extraction” methods. The general steps for an “infer-

ence engine” under “fuzzy inference systems” are:

1. Obtain from websites or the “Knowledge Storage AI

Database” the current medical procedures for the dis-

ease; they are explained in “disease risk assessments,”

with the purpose of developing the “inference engine

criteria” for the disease “COVID-19 (SARS-COVS-2

virus),” that is, SARS-CoV-2 Sample Type Risk

Assessment [13], Multistate Assessment of SARS-

CoV-2 Seroprevalence in Blood Donors [14], Overview

of Testing for SARS-CoV-2 (COVID-19) [15], etc.

2. Identify the variables needed for the “fuzzy inputs X”

and “fuzzy outputs Y” to define their “fuzzy universal

set” and “fuzzy sets.” Define their “fuzzy linguist vari-

ables: inputs (Ix), outputs ðoyÞ” and their respective

“input linguist variables ðILjÞ” and “output fuzzy

membership functions ðOLjÞ.” To achieve this, build a

table of “phenomenon fuzzy sets criteria” that repre-

sent the summary of the variables needed, such as

medical status (Ix), text definition and or values (ILjÞ,
and outputs (oyÞ and their respective linguist output

or category ; as shown in Table 7.1

3. Take the “input linguist variable” and their corresponding

“output linguist variable” to define the “fuzzy rules” to be

applied based on the fuzzy variables shown in Eq. (7.2).

“General fuzzy rule inference engine for information

extraction”

IF Ix is ILj THEN Oy is OLy (7.2)

Applying Eq. (7.2) to the data of Table 7.1, we can

define the necessary “fuzzy rules” to extract the information

based on each medical marker to obtain their related cate-

gory, as shown in Table 7.2 for the “Inference Engine” in

the “AI-CCAS (AI & Cognitive Computing Agents System).”

Note*: This dataset will be used in the next research

example 7.2

4. Extract text information using the iterative “Fuzzy

rules” of the “inference engine” applying steps 1�3 to

obtain the results to be stored in a specific dataset* in

the “Knowledge Storage AI Database.”

5. Apply an “AI algorithm*” as shown in the next

“research 7.2 Attention Network” as an example of a

“Long Short-Term Memory” Neural Network to Classify

Text of COVID-19 (SARS-COVS-2) symptoms.

FIGURE 7.2 Dataset from different “health websites” as: http://www.cdc.gov and http://www.who.int.
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TABLE 7.1 “Phenomenon fuzzy sets criteria” that represent a summary of the variables needed for COVID-10 (SAR-

CoV-2 virus).

Medical_status

(Ix 5 input variableÞ
Markers values (ILj 5 input linguist variableÞ Category

(OLy 5 linguist outputÞ
Recommendation Social distance, Stay 6 feet away, keep distance, stay away from respiratory

products, asymptomatic, wash hands often, avoid direct contact, mask, cover
mouth, cover nose, monitor health, cover sneeze, check temperature, gloves,
clean, disinfect, gel antibacterial, stay home, stay in touch with doctor, avoid
public crowded public places, sleep well, isolate when symptoms, do not share
drinks, medicines on time, medicines availability, check blood pressure, barrier
shield, remote shopping, eat healthy food, drink water, drink electrolyte, separate
from ill people, soap, hand sanitizer, first aid essentials, paper towels, write down
symptoms, emergency contact, avoid pets interaction

Prevention

Low�medium risk Fever, chill, cough, fatigue, cough, muscle aches, body aches, headache, loss of
taste, loss of smell, sore throat, nasal congestion, runny nose, nausea, vomiting,
diarrhea

Symptoms

Medium�high risk 65-year-old or older, living nursing home, underlying medical conditions, chronic
lung disease, moderate asthma, severe obesity, serious heart conditions, diabetes,
chronic kidney disease

High risk

High risk Trouble breathing, pain, pressure in chest, confusion, inability stay awake, call
911, call ahead emergency facilities, inflammatory syndrome, damage the
respiratory system, liver disease, stressed, immunocompromised conditions,
asthma, hemoglobin disorders, difficulty sleeping or concentrating

Emergency care

Urgent Inability to wake up, bluish lips, bluish face, heart failure, shortness of breath,
difficulty breathing, Persistent pain or pressure in the chest, New confusion,

Urgent higher risk

TABLE 7.2 Fuzzy rules* to extract text information stored or to be stored in the “Knowledge Storage AI Database” for

“COVID-19 (SARS-COVS-2).”

Rules Inference engine fuzzy rules for information extraction

1 IF “Ix51”5 “recommendation” is “ILj51”5 “social distance” THEN “OLy51”5 “Prevention”

. . . . . . (Repeat this rule “Ix51”5 all ILj for “OLy51”)

2 IF “Ix52”5 “Low�medium risk” is “ILj51”5 “fever” THEN “OLy �1:25pt5 �1:25pt2’’5 ‘‘Symptom”

. . . . . . (Repeat this rule “Ix52”5 all ILj for “OLy52”)

3 IF “Ix53”5 “Medium�high risk” is “ILj51”5 “$ 65-year-old” THEN “OLy53”5 “High risk”

. . . . . . (Repeat this rule “Ix53”5 all ILj for “OLy53”)

4 IF “Ix54”5 “High risk” is “ILj51”5 “trouble breathing” THEN “OLy54”5 “Emergency care”

. . . . . . (Repeat this rule “Ix54”5 all ILj for “OLy54”)

5 IF “Ix55”5 “Urgent” is “ILj51”5 “inability to wake up” THEN “OLy55”5 “Urgent Higher risk”

. . . . . . (Repeat this rule “Ix55”5 all ILj for “OLy55”)

Note*: Fuzzy rules extraction will be explained with more details and examples in Section 7.6.7 “Neuro-Fuzzy Logic Reasoning.”
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Conclusions

In this research the theory for an “inference engine”

shows that it is possible to extract text information stored in

the “Knowledge Storage AI Database” for “COVID-19

(SARS-COVS-2)” symptoms and to define their categories.

The steps to achieve this goal are implemented in the next

research 7.2 Attention network for NLP applying Long

Short-Term Memory to Classify Text of COVID-19 (SARS-

COVS-2) symptoms.

7.3.2 Research 7.2

“Attention network” for “NLP applying long short-term

memory” to classify text of COVID-19 (SARS-COVS-2)

symptoms.

Case for research

“Obtain an Attention network for NLP applying an

LSTM model from MATLABs Deep Learning Toolbox

using a Deep Network Designer to classify and then pre-

dict from text descriptions COVID-19 symptoms obtained

from the “Knowledge Storage AI Database (KSAID)” as a

component of the framework: Cognitive Computing

Agents System (AI-CCAS).

General Objective

Apply “MATLAB Deep Learning Toolbox” to define,

build, train, and deploy an “Attention network for

NLP” applying an “LSTM Neural Network (LSTM NN)

model” to classify text descriptions for “COVID-19

(SARS-COVS-2),” and to predict new descriptions of

symptoms in patients.

Specific Objectives

� Load the “Covid19Repots.csv” dataset that contains

two fields: descriptions and categories.
� Create two partitions for: training with 70% and vali-

dation 30% of the text dataset and visualize the

“Word-cloud bag” form each partition.
� Preprocess the text, tokenizing both text partitions, as

explained in Chapter 2
� Convert the text from both partitions to “Sequences”

and “Indices” to be used in the “LSMT NN” to pro-

cess the text accordingly.
� Define, create, visualize, analyze, and train the custom

“LSMT NN” using the MATLAB “Deep Network Designer”

available in the MATLAB Deep Learning Toolbox.
� Classify new text descriptions for COVID-19 symp-

toms to predict their categories or classes.

Background for “COVID-19 symptoms”
Read Background for “COVID-19 symptoms” from

Research 7.1.

Dataset

The “Covid19Reports.csv” dataset is a dataset recompila-

tion of text descriptions of COVID-19 extracted from

“Knowledge Storage AI Database” using the “Inference

engine” explained in research 7.1, organized into five cate-

gories: “preventions,” “symptoms,” “high risk,” “emergency

care,” and “urgent higher risk,” as shown in Fig. 7.3.

FIGURE 7.3 Dataset sample “Covid19Reports.csv.”
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The “Covid19Reports.csv” dataset has a structure with

two columns, as shown in Table 7.3.

Procedure

The steps to “Obtain an AI model Attention network

using an LSTM model from MATLAB Deep Learning

Toolbox using a Deep Network Designer to classify and

then predict from text descriptions for COVID-19 symp-

toms” are summarized in Table of slides 7.11 7.2, and

each step of the example is visually explained using screen

sequences with instructions in easy to follow figures.

TABLE 7.3 Dataset “Covid19Reports.csv” fields and descriptions.

Field Description * instances of text descriptions for COVID-19 symptoms. Num. of fields5 2

Description String of text up to 250 characters

Category Classes5 [“preventions,” “symptoms,” “high risk,” “emergency care,” and “urgent higher risk”]

Note*: This data set is available in the companion directory of the book, in the following directory: “. . .\Exercises_book_ABME\CH7\MATLAB_LSTM_Text
\Covid19Reports.csv.”
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Table of slides 7.11 7.2 Steps for MATLAB Deep Learning Toolbox to obtain an Attention network using an LSTM model to classify text.

Slide Description Screen figure

1 Open your MATLAB to “create an AN-
LSTM NN to Classify Text”—Step (1)
Import and prepare data as text.Go to
the directory “. . .
\Exercises_book_ABME\CH7
\MATLAB_LSTM_Text.” Open the script
“lsmtClassifyText.m.” Copy and paste in
the command prompt: “step (1) Import
and prepare data as text.” And show in
the screen a sample from the
categorization of the data text.

(Continued )



(Continued)

Slide Description Screen figure

2 MATLAB “create an LSTM NN to
Classify Text”—Step (2) Partition data
for Training —Validation and visualize
them.
Copy and paste in the command
prompt “step (2) Partition data for
Training —Validation and visualize
partitions.” And obtain the “Word-
cloud bag” figures for “Training Data”
and “Validation Data.” Note: Dismiss
the warnings for class value in
partitions.



3 MATLAB “create an LSTM NN to
Classify Text”—Step (3) Preprocess text
from training and validation.
Copy and paste in the command
prompt “step (3) Preprocess text from
training and validation” and see
samples of “tokenized text for training
and validation.”

(Continued )



(Continued)

Slide Description Screen figure

4 MATLAB “create an LSTM NN to
Classify Text”—Step (4) Convert
Document to Sequences and indices as
input of LSTM network.
Copy and paste in the command
prompt “step (4) Convert Document to
Sequences and indices as input of
LSTM network,” obtain a figure for the
“training document lengths,” showing
that the most are 10 or lower. And list a
sample from indices from the
sequences.



5 MATLAB “create an LSTM NN to
Classify Text”—Step (5) Define, create,
visualize, analyze, train and create a
LSTM model.
Copy and paste in the command
prompt “step (5) Define, create,
visualize, analyze, train and create a
LSTM model,” define the layer to be
used in our net, call the
“deepNetworkDesigner” as shown in
the next slide.

(Continued )



(Continued)

Slide Description Screen figure

6 MATLAB “create an LSTM NN to
Classify Text”—Step (5) in the Deep
Network Designer to visualize and
analyze the LSTM.
Select .“From Workspace” in the first
screen of “Deep Network Designer,”
then select “Layer array with 6 layers”
to be imported from the workspace as
shown in the lower picture, and click
the “OK” button.



7 MATLAB “create an LSTM NN to
Classify Text”—Step (5) in the Deep
Network Designer to visualize and
analyze the LSTM.
In the “Deep Network Designer”
explore the “net” loaded from the
workspace, click on “lstmLayer” and
verify that “NumHiddenUnits5 80.”
Then click on the “Analyze” Icon as
indicated in the slide.

(Continued )



(Continued)

Slide Description Screen figure

8 MATLAB “create an LSTM NN to
Classify Text”—Step (5) in the Deep
Network Designer to visualize and
analyze the LSTM.
The “Deep Learning Network Analyzer”
must show the “6 layers with 0 earnings
and 0 errors.” Then select the screen
for the “Training progress.”



9 MATLAB “create an LSTM NN to
Classify Text”—Step (5) in the Deep
Network Designer to visualize and
analyze the LSTM.
The “Training Progress screen” shows
the two figures: one for “Accuracy
versus iteration” where accuracy must
be greater than 80% and “Loss versus
Iteration” where the loss must be as
low as possible. “Retrain if necessary,”
then go back to the MATLAB main
screen.

(Continued )



(Continued)

Slide Description Screen figure

10 MATLAB “create an LSTM NN to
Classify Text”—Step (6) Classify new
descriptions text to identify their
categories/classes.
Copy and paste in the command
prompt “step (6) Classify new
descriptions text to identify their
categories/classes” to obtain the classes
for the 3 new text analyzed as
indicated. Finally save to the
workspace the “net model” with right
click to be used for others text
predictions. Close all and exit
MATLAB.



Conclusions

“An LSTM model from MATLAB Deep Learning Toolbox

using a Deep Network Designer to classify and then predict

from text descriptions for COVID-19 symptoms” was

obtained with excellent results for the deduction of their

categories or classes.

Recommendation

This kind of “LSTM model” can be applied to apply to a

diversity of “NLP” problems to analyze specific topics in

Biomedical Engineering.

7.4 Action generation

“Actions Generation” are the data results to generate

orders or procedures to be executed as actions in output

devices that are to be delivered to the patient through

reports in different ways, such as “Speech Generation,”

“Image Generation,” and “Motion Generation.”

7.5 Business intelligence in healthcare

“Artificial Continue Intelligence” is a schema to use ana-

lytics of “AI Models in real time” to be integrated in dif-

ferent processes generally known as “business

intelligence (BI).” Where “BI” combines business analyt-

ics, data mining, data visualization, data tools, and

infrastructure with the purposes of driving changes, elimi-

nating inefficacies, enabling quick adaptations to the

market, supplying changes, and allowing growth in the

correct direction. The same “BI” concept “Artificial

Continue Intelligence in real time” is applicable to

“Business Intelligence in Healthcare,” as the process by

which large-scale data from the healthcare industry is

now collected and refined into actionable insights mainly

in many different healthcare areas, such as to cut costs,

select medicines, follow-up patient care, clinical data

analysis, patient behavior prediction, faster research, bet-

ter education, etc., to obtain invaluable performance in

healthcare, that allows acting on real-time data for real-

life situations saving lives. “Business Intelligence in

Healthcare” can help basically in five domains: “Patient

Engagement,” “Care Delivery,” “Population Health,”

“R&D,” and “Administration” [16]

In the same way, we can apply in real time “Artificial

Continue Intelligence” of “Business Intelligence in

Healthcare” in the “AI and Cognitive Computing Agents

System (AI-CCAS),” as explain in Section 7.2 and shown

in Fig. 7.4, to continuously evaluate different “human ill-

nesses,” “human diseases,” and “many disorders.”

“AI and Cognitive Computing Agent System with

Artificial Continue Intelligence” can process the patient’s

information by applying the following steps when “New

“Actions Generation” are apparently the last step of the pro-

cess as shown in Fig. 7.1 “Cognitive Computing Agents

System (AI-CCAS),” but in reality it is only the beginning of

another loop for the “Artificial continue Intelligence” frame-

work that typically works in real time, running a kind of loop

as explained and indicated in Fig. 7.4.

FIGURE 7.4 AI and Cognitive Computing Agent System with artificial continue intelligence in the continous process at the "AI-CCAS".
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Data” arrives: “Analyze,” “AI Model,” “Measure,”

“Decide,” and “Execute,” where:

� “New Data” is when new dataset information is

received, this can be in different formats, such as text

data, image scanning, videos, etc. This can be received

as a dataset from a “dataset for growth global data” to

be incorporated in the “Knowledge Storage AI

Database (KSAID)” to update the current “AI model”

or as a “dataset of individual patient to be evaluated”

with the actual “AI model.”
� “Analyze” is when the (AI-CCAS) applies “AI-ML-DL-

CC” algorithms incorporating the new “growth global

data.”
� “AI Model” is when the “actual AI Model” is updated

after being analyzed.
� “Measure” is the obtainment of the condition diagno-

sis for the actual “dataset of individual patient,” classi-

fied using the “AI model,” for example, X-rays/MRI

image examination and evaluation.
� “Decide” is the “prediction patient response” to par-

ticular treatment pathways, personalized drugs, and

treatments.
� “Execute” is the “monitoring of the patient’s health

status,” and autonomously administering the drug in

optimal doses.

The proposed framework in this book “AI and

Cognitive Computing Agent System (AI-CCAS) with

Artificial Continue Intelligence” will allow the develop-

ment of many applications that can help healthcare,

such as:

� “Patient data flagging”: an indication of when patients

are declining in strength.
� “Patient intervention suggestions”: suggests effective

intervention strategies to improve patient’s health.
� “Patient self-monitoring”: automatic frequent reading

to provide feedback of patient’s status.
� “Condition management”: helps individuals manage

chronic conditions, which in turn drives down costs

and improves compliance with their physician’s

care plan.
� “Patient flow optimization”: it is a critical component

of process management optimization in hospitals and

other healthcare facilities.
� “Clinical trial matching”: it facilitates patient enroll-

ment in clinical trials by identifying potential trials for

interested patients and their caregivers and providers.
� “Image Analysis”: it is the extraction of meaningful

information from digital images applying image AI

processing techniques.
� “Radiation plan design”: in radiotherapy, “radiation

treatment planning (RTP)” is the process in which a

team consisting of radiation oncologists, radiation

therapists, medical physicists, and medical dosime-

trists plan the appropriate external beam radiotherapy

or internal brachytherapy treatment technique for a

patient with cancer.

� “Disease pattern identification”: used in disease pat-

tern identification.

� “Drug regimen selection”: a structured treatment plan

designed to improve and maintain health.

� “Medication administration”: it is the applying, dis-

pensing, or giving of drugs or medicines as prescribed

by a physician.
� “Care pathway identification”: it is a complex inter-

vention for the mutual decision-making and organiza-

tion of care processes for a well-defined group of

patients during a well-defined period.

� “Adverse event prediction”: it is the process of identi-

fying potential adverse events of an investigational

drug before they occur in a clinical trial.

� “Asset demand prediction”: the major demand fore-

casting assets demand methodologies based mainly on

“artificial neural networks (ANNs)” and “multiple

regression methodologies.”
� “Risk prediction”: risk prediction tools are developed

to identify patients at risk and to facilitate physicians’

decision-making.
� “Physical therapy”: it is used to improve a patient’s

physical functions through physical examination, diag-

nosis, prognosis, patient education, physical interven-

tion, rehabilitation, disease prevention, and health

promotion.

� “Robotic-assisted surgery”: allows doctors to perform

many types of complex procedures with more preci-

sion, flexibility, and control than is possible with con-

ventional techniques. Robotic surgery is usually

associated with minimally invasive surgery procedures

performed through tiny incisions.

� “Cognitive evaluations”: it is a theory in psychology

that is designed to explain the effects of external con-

sequences on internal motivation.

� “Telehealth” is health-related services and information

via electronic information and telecommunication

technologies, allowing long-distance patient and clini-

cian contact, care, advice, reminders, education, inter-

vention, monitoring, and remote admissions.
� And many more.

The “AI and Cognitive Computing Agent System with

Artificial Continue Intelligence” can be used in many

healthcare areas; in this chapter we focus on “Cognitive

Learning and its relationship with the neuroscience of rea-

soning, proposed as Cognitive Learning- Reasoning (CL&R)

using Cognitive Computing (CC).”
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7.6 Learning and reasoning relationship
of biomedical engineering, cognitive
science, and computer science through
artificial intelligent models

As explained in Chapter 1 of this book the main focus is

the relationship between three different multidiscipline

engineering branches: Machine Learning, Deep Learning,

and “Cognitive Learning and its relationship with neurosci-

ence of reasoning, proposed as Cognitive Learning-

Reasoning (CL&R) using Cognitive Computing (CC),” in

order to study how the nervous and musculoskeletal sys-

tems obey movements orders, and to understand how infor-

mation is mentally processed in cognition when injuries

and neurologic diseases are present in the human body.

“The aim is to find a solution that can help to understand,

measure, and follow-up the diseases through AI models”.

“Cognitive science (CoSi)” is the interdisciplinary sci-

entific integration that studies the mind and its processes. It

examines the nature, tasks, and the functions of human

cognition, which is the process of acquiring knowledge and

understanding through thought, experience, and the senses.

CoSi is the objective of developing theories about human

perception, action, memory, attention, reasoning, decision-

making, language use, and learning. We will center on

proposing projects to resolve “Biomedical Engineering and

Neurology” problems by studying methodologies from

“Cognitive learning” to obtain “AI models” applying the

“Computer Science” tools of “AI” as “Machine Learning,”

“Deep Learning,” and “Cognitive computing,” using tech-

niques learned through this book’s chapters.

“Cognitive learning” is learning based on a

sequence of processes: observing, categorizing, and

forming generalizations about the phenomenon.

“Cognitive learning” refers to the acquisition of skill

and knowledge by cognitive or mental processes.

“Cognitive processes” involve creating mental symbols

of events and physical objects, and other methods used

to process information.

Studies now show that “cognitive learning” is the main

determinant with regards to evaluating a person’s learning

ability with the following advantages: it improves learning,

enhances concentration and perception, and facilitates the

logical relationship between reasoning and facts. This type

of learning led to “comprehension,” allowing an under-

standing of the topic and how to fit in other elements;

“memory” allowing storing methods and the recall of them;

and “applications developing problem-solving skills for new

situations.”

7.6.1 Cognitive learning and reasoning

There many forms of “Cognitive Learning and

Reasoning” but we focus mainly on some forms of

“learning through logic reasoning” to apply “AI models”

under “Cognitive Computing.” These can be separated

generally into “deductive reasoning,” “inductive reason-

ing,” “abductive reasoning,” “metaphoric reasoning,”

“neuro-fuzzy logic reasoning,” “visuospatial relational

reasoning,” and others, as shown in Fig. 7.5 and

explained in the next sections.

FIGURE 7.5 Cognitive learning reasoning analyzed by cognitive computing through different types of reasoning.
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7.6.2 Deductive reasoning

“Deductive reasoning” is the process of drawing conclu-

sions that are guaranteed to follow from given premises.

There are many types of “deductive reasoning,” they are

an essential element of “cognitive development and

human thinking” with a focus on “deductive tasks, as the

relational arguments” can be categorized into three clas-

ses [17]: “relational,” “categorical,” and “propositional,”

where:

� “Relational” arguments are “A . B,” “B . C,”

“Therefore, A . C”
� “Categorical” arguments are “All As5Bs,” “All

Cs5Cs.” “Therefore, all As5Cs”
� “Propositional” arguments are “If there is an A, then

is a B.” “There is an A,” “therefore, there is a B.”

“Propositional relational arguments” can be basically

analyzed as inferences: “modus ponens,” “modus tol-

lens,” and “disjunction elimination.”

7.6.2.1 “Deductive reasoning—Propositional
Arguments—Modus Ponens”

“Modus Ponens” is the logic rule for accepting the conse-

quences, stating: “if a conditional statement is accepted,

and the antecedent holds, then the consequences may be

inferred”; it can be summarized as: “if A then B,” “A,”

“therefore, B.” This rule can be represented as an equa-

tion, as shown in Eq. (7.3), and its inference rule in AI is

“A implies B and A is true, then B is true,” as shown in

Truth Table 7.1.

Deductive reasoning ��
Modus ponens A-Bð Þ;A‘B

(7.3)

Truth Table 7.1 Deductive reasoning—Modus ponens

A B A-B A‘B

0 0 0 0

0 1 1 0

1 0 0 0

1 1 1 1

7.6.2.2 “Deductive reasoning—Propositional
Arguments—Modus Tollens”

“Modus Tollens” is the logic rule for denying the conse-

quences, stating: “if a conditional statement is accepted,

and the antecedent is negated, then the consequences may

be inferred as the negation”; it can be summarized as: “if

A then B,” “not A,” “therefore, not B.” This rule can be

represented as an equation, as shown at Eq. (7.4), and its

inference rule in AI is “A implies B and A is false, then B

is false,” as shown in Truth Table 7.2.

Deductive reasoning �� Modus tollens A-Bð Þ; A‘B

(7.4)

Truth Table 7.2 Deductive reasoning—Modus tollens

A B A B A-B A‘B

0 0 1 1 1 1

0 1 1 0 1 0

1 0 0 1 0 0

1 1 0 0 1 0

7.6.2.3 “Deductive reasoning—Propositional
Arguments—Disjunction Elimination”

“Disjunction Elimination” is the valid argument form and

rule of inference that allows one to eliminate a disjunctive

statement, stating: “if conditional statement 1 or statement

2, therefore if statement 1 is false therefore statement 2 is

true. It can be summarized as “if A or B, then if not A

therefore B.” This rule can be represented in Eq. (7.3),

and its inference rule in AI is A or B and A is false, then

B is true,” as shown in Truth Table 7.3.

Deductive reasoning ��
Disjunction elimination A,Bð Þ-A‘B

(7.5)

Truth Table 7.3 Deductive reasoning—Disjunction

elimination

A B A,B A A‘B

0 0 0 1 0

0 1 1 1 1

1 0 1 0 0

1 1 1 0 0

7.6.3 Inductive reasoning

“Inductive reasoning” is when the premises show evi-

dence for a general possible truth. “Inductive reasoning”

is the opposite of “deductive reasoning.” “Inductive rea-

soning” makes broad generalizations from specific obser-

vations, based on actual data to obtain a conclusion that

can be true or false [18].

“Psychological research” has found that “inductive

reasoning tests” are highly valid measures of a “person’s

cognitive ability.” Some types of “inductive reasoning”

have the following kinds of arguments: “Generalized,”

630 Applied Biomedical Engineering Using Artificial Intelligence and Cognitive Models



“Statistical,” “Bayesian,” “Analogical,” “Predictive,” and

“Causal Inference,” where:

7.6.3.1 “Inductive reasoning—Generalized
arguments”

“Inductive reasoning—Generalized arguments” is when a

small sample of data makes a generalization about the

whole population, that is, “in my town everybody uses

right-hand driving; therefore, all in the United States use

right-hand driving.”

7.6.3.2 “Inductive reasoning—Statistical
arguments”

“Inductive reasoning—Statistical arguments” is similar to

“generalized inductive reasoning” but uses a small set of

statistics to make a generalization, that is, “Since 90% of

the people brush their teeth in my town; therefore 90% of

the people in the word brush their teeth.” “Bayesian infer-

ence” is a method of “statistical inference” using aspects

of the scientific method, which involves collecting evi-

dence that is meant to be consistent or inconsistent with a

given hypothesis. As evidence accumulates, the “degree

of belief” in a hypothesis ought to change. It assumes in

the beginning a prior probability for a hypothesis based

on logic or previous experience and, when faced with

evidence, it adjusts the strength of the belief in that

hypothesis in a precise manner using “Bayesian logic.”

With enough evidence, it should become “very high or

very low.” “Bayesian inference” computes the posterior

probability according to “Bayes’ theorem,” as shown in

Eq. (7.6).

Bayes0 theorem P Hj;Eð Þ5 P Ej;Hð Þ�P Hð Þ
P Eð Þ (7.6)

where

H hypotesis, P(H) is the prior probability, E is the cur-

rent evidence,

P(HjE) is the posterior probability of H given E after

E is observed and P(EjH) is the probability likelihood of

observing E given H, P(E) is the marginal likelihood.

7.6.3.3 “Inductive reasoning—Analogical
arguments”

“Inductive reasoning—Analogical arguments” is when a

hypothesis is drawn by analyzing two or more similar pre-

mises and their similarities, that is, stating “if A and B

and C are similar in properties, then if A is similar in

properties to D then it is possible that B and C are simi-

lar in properties to D.” “Analogies” enable a form of

“inductive reasoning” that allows us to learn about a new

situation based on prior knowledge about a similar

situation. This rule can be represented as an equation, as

shown at Eq. (7.7) and its inference rule in AI is “A and B

and C are similar then (if A similar D then B similar D

and C similar D),” as shown in Truth Table 7.4

Inductive reasoning �� Analogical (7.7)

BAð Þ- BBð Þ- BCð Þð Þ then BAð Þ- BDð Þð Þ
-
B

BBð Þ- BDð Þð Þ - BCð Þ- BDð Þð Þ

where B represents similar to; and -B represents
possible to:

Truth Table 7.4 Inductive reasoning—Analogical
A B C D BAð Þ- BDð Þ BBð Þ-ðBDÞ ðBCÞ-ðBDÞ

0 0 0 0 0 0 0

1 1 1 1 1 1 1

7.6.3.4 “Inductive reasoning—Predictive
arguments”

“Inductive reasoning—Predictive arguments” is when a

hypothesis is drawn about the future using data from the

past, that is, “In the last years it has been raining in

October. Therefore, this year it will rain in October.”

7.6.3.5 “Inductive reasoning—Causal
arguments”

“Inductive reasoning—Causal arguments” is when an

inductive logic draws a causal link between a premise and

a hypothesis, it is quite commonly applied as “A caused

B” or “B occurred because of X,” that is, “The lack of vig-

ilance in this street causes one to get robbed.”

7.6.4 Abductive reasoning

“Abductive” typically begins with a possible incomplete

set of observations, and proceeds to the likeliest possible

explanation for the set, that is, “a medical diagnosis given

this set of symptoms, where the diagnosis would best

explain most of them.” The “abductive inductive reason-

ing” can be creative, intuitive, revolutionary, and typi-

cally “uncertain.” “Albert Einstein’s work” was done as a

“thought experiment,” nevertheless, his deductions appear

to have been right until now.

“Abductive reasoning” is the logical process where

one chooses a hypothesis that would best fit the given

facts. “Abductive conclusions” are thus qualified as hav-

ing a remnant of uncertainty or doubt, which is expressed

in terms, such as “best available” or “most likely.”

“Abductive Reasoning” is used in many “AI application,”

such as “Medical Diagnosis,” “Natural Language

Understanding,” “Plan Understanding,” and “Scientific
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Reasoning and discovery” that can be analyzed with

“causal arguments” based on “a set of inferences

(causes)” and a “set of facts (effects),” as represented in

Eq. (7.8)

Abductive Reasoning �� Causal arguments cause * effectð Þ
(7.8)

Given p t1ð Þ; q t1ð Þ; . . . ; p tnð Þ; p tnð Þð Þ‘ p xð Þ* q xð Þð Þ
where: p is sufficient for q

General steps for: “Abductive Reasoning—Causal

arguments”

1. “(Cause * Effect)”

2. “Find one or more explanations of the observed facts

in terms of knowledge and observations”

3. “Select one or more as the most likely cause(s)”

4. Then, “add more assets of inferences”

5. And repeat the cycle on time to fine tune the selection

(s)”

Following the general steps for “Abductive

Reasoning—Causal reasoning,” we can infer different

approaches, such as “Inference of abduction,” “Backward-

chaining,” “Paradigm case-based,” “Generative metric,”

and others.

7.6.4.1 “Abductive reasoning—Causal
arguments—Inference of abduction”

“Inference of abduction” is an approach that reveals

where errors can and do occur and how such errors might

be reduced or even eliminated. It is a kind of “Abductive

Reasoning for causal reasoning” that can be used for

“inferential reasoning driving clinical diagnosis,” that

often takes place subconsciously, and so rapidly that its

nature remains largely hidden from the diagnostician.

Nevertheless, some researchers [19] have proposed that

raising such reasoning to the conscious level reveals a

“clinical diagnostic reasoning in terms of a pattern of IF/

THEN/THEREFORE reasoning driven by data gathering

and the inference of abduction.”

7.6.4.1.1 Example: “Inductive reasoning—Causal
arguments—Inference of abduction”

Problem to resolve

A patient goes to a doctor because she has abdominal

pain, the doctor after an abdomen checkup has the

hypothesis that she has “Cholecystitis (inflammation of

gallbladder).” Apply “Inductive reasoning—Causal argu-

ments—Inference of abduction” to confirm the hypothesis

Procedure

The doctor could apply the “inference of abduction”

approach using “IF/THEN/THEREFORE reasoning”

based on the “Current knowledge storage AI Database

(KSAIDB)” as follows:

1. Current knowledge storage AI Database (KSAIDB)

with information as (Cause Effect)

a. (Cholecystitis symptoms pain in upper right

abdomen, pan travels to right shoulder or back,

abdominal tenderness, nausea, vomiting)

b. (Cholecystitis causes Gallstone blocking exit

tube of gallbladder, bile duct problems, tumors,

infection of gallbladder, trauma or injury by acci-

dents, obesity, high-fat diet)

c. (Cholecystitis diagnosis complete blood count,

bilirubin test, ultrasound, CT scan, hepatobiliary

iminodiacetic acid scan)

2. IF/THEN/THEREFORE reasoning

a. IF Cholecystitis is the cause for her abdominal

pain, THEN he could order a blood test,

THEREFORE the results must show increased

levels of white blood cells indicating and elevated

liver test to be an infection

b. IF the blood test results show high levels of white

blood and slightly elevated value “livers tests,”

THEN could be a “gallstone,” THEREFORE the

doctor could order an” abdomen ultrasound”

c. IF the “abdomen ultrasound” shows “inflammation

of the gallbladder” as an accumulation of bile due

to “gallstone blockage in the exit tube (cystic

duct),” THEN the hypothesis of a gallstone would

have some support, THEREFORE he could decide

for a prescription of a medication to dissolve the

gallstone, and an analgesic to manage the pain

d. The doctor could request to see her in 15 days or

before to check if she does show any improvement

in her abdominal pain in the belly

7.6.4.2 “Abductive reasoning—Causal
arguments—Backward-chaining”

“Abductive reasoning—Causal arguments—Backward-

chaining” is a repetitive approach to find proof of an original

fact that follows the four next steps [20] http://cogsys.org/

app/webroot/courses/langley/aicogsys11/notes/abduct.pdf:

1. “Fact that needs to be explained”

2. “The fact is chained through a rule”

3. “Unify the rule antecedents with fact as possible”

a. “Chain off unmatched antecedents when not

possible”

b. “Make default assumptions for unmatched

antecedents”

4. Process continues until producing a “proof of the origi-

nal fact that terminate in other facts or assumptions*”

Note*: This is a “Query-Driven” using “AND-OR

search” through the space of explanations.
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7.6.4.2.1 Example “Abductive reasoning—Causal
arguments—Backward-chaining”

Problem to resolve
Fact: “John is healthy, he usually eats and sleep

well.” Apply “Abductive reasoning—Causal arguments—

Backward-chaining” to reasoning for this fact.

Procedure

Use a repetitive approach to find proof of an original

fact using the four steps for “Inductive reasoning—

Backward-chaining.”

1. “Fact that needs to be explained,”

a. Fact: (John is healthy, he usually exercises, eats,

and sleeps well)

2. “The fact is chained through a rule”

a. Rules: (Healthy * eat well), (Healthy * sleep

well), (Healthy * exercise regularly)

3. “Unify the rule antecedents with facts as possible”

a. Unify: (Healthy * eat well, sleep well, exercise

regularly)

4. Process continues until producing a “proof of the orig-

inal fact that terminates in other facts or assumptions”

a. Proof: (John is healthy because he exercises, eats

well, and sleeps well)

7.6.4.3 “Abductive reasoning—Causal
arguments—Paradigm case-base”

“Abductive reasoning—Causal arguments—Paradigm

case-base” is an approach that uses cases representation

to produce explanation of anomalies that follows the next

four steps:

1. “Encodes knowledge as cases-based representation”

instead of general rules

2. “Generates accounts that do not correspond to proof

trees”

3. “Attempts to find explanation only when anomalies

occur,”

4. “Produce explanation by adapting cases that fail to

handle these anomalies”

7.6.4.3.1 Example: “Abductive reasoning —Causal
arguments—Paradigm case-based”

Problem to resolve
“Specify abnormal body temperatures.” Apply

“Abductive reasoning—Causal arguments—Paradigm

case-based” to explain abnormal body temperatures.

Procedure

Apply cases representation to produce explanation of

anomalies, following the four steps for “Abductive rea-

soning—Paradigm case-based”:

1. “Encodes knowledge as cases-based representation”

a. (Normal body temperature, 98.6�F),

b. (Normal body temperature, above than 97�F and

below than 99�F)
2. “Generates accounts that do not correspond to proof

trees”

a. (Abnormal body temperature, 97�F or below)

b. (Abnormal body temperature, 99�F or above)

c. (Abnormal body temperature is hypothermia,

below than 95�F)
d. (Abnormal body temperature is fever, above than

99�F)
3. “Attempts to find explanation only when anomalies

occur,”

a. (if body temperature is 94�F then is Abnormal)

b. (if body temperature is 100�F then is Abnormal)

4. “Produce explanation by adapting cases that fail to

handle these anomalies”

a. (if body temperature is 94�F then is Abnormal and

has hypothermia)

b. (if body temperature is 101�F then is Abnormal

and has fever)

7.6.4.4 “Abductive reasoning—Causal
arguments—Generative coherence metric
(Human inference)”

“Abductive reasoning—Causal arguments—Generative

coherence metric” is an approach that follows a typical

“human inference” applying the four next steps:

1. “Accept new facts as they arrive”

2. “Form explanations in an incremental way, based on

Current Knowledge”

3. “Continually execute backward and forward over its

rules”

4. “Calculate coherence metric, ensuring that inference

will scale”

7.6.4.4.1 Example: “Abductive Reasoning—Causal
arguments—Generative Coherence metric”

Problem to resolve

Conclude if a patient “x” and a patient “y” has: “flu”

or “COVID-19.” Apply “Abductive reasoning—Causal

arguments—Generative coherence metric” to reach the

conclusion.

Procedure

“Abductive reasoning—Causal arguments—

Generative coherence metric” uses an approach that fol-

lows a typical “human inference,” applying the four steps

of “Abductive reasoning—Causal arguments—Generative

coherence metric” [21]:

1. “Accept new facts as they arrive”

New facts:

a. (person x has fever, chills, headache, cough)
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b. (person y has fever, chills, headache, diarrhea,

loss of smell)

“Knowledge storage AI Database with information as

(Cause Effect)

a. (Flu symptoms fever, chills, headache, cough, mus-

cle pain, fatigue, nausea, diarrhea)

b. (COVID-19 symptoms fever, chills, headache,

cough, muscle pain, fatigue, nausea, diarrhea, short-

ness of breath, sore throat, loss of taste, loss of smell)

c. (Flu and COVID-19 have symptoms in common)

d. (Flu and COVID-19 have some similar symptoms)

2. “Form explanations in an incremental way,

based on Current Knowledge Storage AI Database

(KSAID)”

“Form explanations in incremental way”

a. (person x probably has flu, has flu symptoms)

b. (person y probably has COVID-19, has some flu

symptoms and COVID-19 symptoms)

“Conclusion”

a. (person x is requested for a COVID-19 test)

b. (person y is requested for a COVID-19 test)

3. “Continually execute backward and forward over its

rules”

“Update Knowledge Storage AI Database”

a. (person x COVID-19 test as negative)

b. (person y COVID-19 test as positive)

“Update Conclusion”

a. (person x has probably flu symptoms)

b. (person y has probably COVID-19 symptoms)

4. “Calculate coherence metric, ensuring that inference

will scale”

“Calculate coherence metric”

a. (person x has flu symptoms, “follow flu

procedures”)

b. (person y has flu symptoms, “follow COVID-19

procedures”)

“Follow patient medical history”

a. (person x must follows flu diagnosis and treatment)

b. (person y must follow COVID-19 diagnosis and

treatments)

7.6.5 Abductive reasoning for medical diagnosis

Methods, such as “Abductive Reasoning—Causal argu-

ments (cause effect)*,” as shown in Eq. (7.8), are based

on a simple structure that can be useful for many injuries,

illnesses, and diseases.

Note*: Some diseases as the “neurologic diseases”

are not easy to diagnose, and there are not actually spe-

cific tests to diagnose them. The doctor trained in

nervous system conditions, a “neurologist,” will diag-

nose them based on the medical history, a review of

signs and symptoms, and a neurological and physical

examination [22].

7.6.5.1 Example: Abductive reasoning for
medical diagnosis

Problem to resolve

Conclude if a patient “x” has “Parkinson’s disease.”

Apply “Abductive reasoning” to conclude this “Medical

Diagnosis.”

Procedure

Actually, the only way to diagnose a neurological

disease like “Parkinson’s” is based on medical history, a

review of the signs and symptoms, and a neurological

and physical examination. There is not an easy way to

analyze the many complex issues deriving from this

disease:

� The exact cause of functional neurologic disorders is

unknown.

� Symptoms are complex and involve multiple mechan-

isms that may differ, depending on the type of func-

tional neurologic disorder.

� Areas of the brain that control the functioning of your

muscles and senses may be involved, even though no

disease or abnormality exists.

� Symptoms of functional neurologic disorders may

appear suddenly after a stressful event, or with emo-

tional or physical trauma.

� Triggers may include changes or disruptions in how

the brain functions at the structural, cellular, or meta-

bolic level. But the trigger for symptoms cannot

always be identified.

It is probable that Doctors may suggest a specific

“single-photon emission computerized tomography

(SPECT) scan” called a “dopamine transporter scan

(DaTscan*).” Although this can help support the suspi-

cion of “Parkinson’s disease,” it is the symptoms and

neurologic examination that ultimately determines the

correct diagnosis.

Note*: Most people do not require a “DaTscan.”

Using these types of reasoning in complex problems will

help someday, but they must evolve and grow based on

more new research findings, new experiences, new treat-

ments, new tests, new finding in scanning images, etc., to

help in the development of this kind of complex “AI

Models.” It will also require more complex analysis, such

as “DNA” composition and related tests, images, etc., and

probably will need powerful hardware and complex algo-

rithms to analyze them.
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7.6.6 Metaphoric reasoning

“Metaphoric reasoning” is defined as the cognitive act

that enables a description of an object or event, real or

imagined, using concepts that cannot be applied to the

object or event in a conventional way [23]. Typically,

“Metaphorical inference reasoning is applied when a

description of an object or event, real or imagined,

is based on using creative design concepts to explain a

conclusion [24]. For “applied Biomedical Engineering

using artificial intelligence and cognitive models” a

“Metaphorical inference reasoning” is a linguistic mani-

festation of a “cognitive process” based on “analogical

reasoning,” and usually consists of three parts, as indicat-

ing in Eq. (7.9) [25]: “target,” “source,” and “analogical

mapping.

Methaphoric reasoning target
� �

LIKE sourcef g
THAT analogical mappingg� (7.9)

“Metaphoric reasoning” using “Metaphorical infer-

ence reasoning” based on “analogical reasoning” is a

method of acquiring new information by the inspection

of a specific instance to obtain similarities, that can be

built by four stage process: “recalling,” “mapping,” “test-

ing,” and “recurrence”:

1. “Recalling” one or most past problems that have

strong similarity to the new problem.

2. “Mapping” from the old problem solution process into

a solution for the new problem, based on known simi-

larities between both.

3. “Testing” the potential known similarities and redefin-

ing it, if necessary.

4. “Recurrence” of a solution pattern problem as a “reus-

able rule” for a common type of problem.

7.6.6.1 Example: metaphoric reasoning

Metaphor: “COVID-19 is LIKE a cancer THAT kills mostly

with the overreaction of the immune system.” Apply

Metaphoric reasoning to explain this metaphor, where:

� “Target” is “COVID-19”;
� “Source” is “cancer”; and
� “Analogical mapping” is “kills mostly with the overre-

action of the immune system.”

A “Metaphoric reasoning” example using “Metaphorical

inference reasoning” based on “analogical reasoning,” apply-

ing (cause effect) in “AI and Cognitive Computing Agent

System with Artificial Continue Intelligence framework” is

shown in Fig. 7.4. The similarities between “Cancer” and

“COVID-19” are built in two parts: “Current Knowledge

Storage AI Database (KSAIDB)” and the “Metaphorical infer-

ence reasoning” four-stage process.

1. Current Knowledge Storage AI Database

(KSAIDB) [26]

a. KSAIDB: Immune blood cell

i. (immune system complex network of cells,

tissues, and organs that helps the body fight

infections and other diseases)

ii. (immune system function fights infections

using white blood cells)

iii. (blood cell red blood cells, white blood

cells, platelets, and plasma)

iv. (White blood cells leukocytes)

v. (leukocytes born in bone narrow cells)

vi. (leukocytes protects against illness and

disease)

vii. (leukocytes flow in the bloodstream to fight

viruses, bacteria, and other foreign invaders)

b. KSAIDB: Cancer

i. (cancer types change way immune blood

cells work)

ii. (cancer cells get into bone narrow cells,

compete with leukocytes)

iii. (cancer types lymphomas, multiple mye-

loma, leukemia, others)

iv. (lymphomas cancer attack change way

immune blood cells work)

v. (multiple myeloma cancer attack change way

immune blood cells work)

vi. (most types of leukemia attack change way

immune blood cells work)

c. KSAIDB: COVID-19 [26]

i. (COVID-19 disease coronavirus SARS-Cov-

2)

ii. (coronavirus types change way immune

blood cell work)

d. (coronavirus steps infect airways, multiply

inside cells, overreact immune system function,

others)

e. (coronavirus overreact immune system function

over-activate leukocytes produce cytokine storm)

f. (coronavirus cytokine storm release great

amounts of cytokines produce inflammation stimu-

lating molecules into the blood)

g. (coronavirus lungs cytokine storm attracts

excess of immune cells into lung tissue causing

lung injury)

2. “Metaphorical inference reasoning” four stage

process

a. “Recalling” one or most past problems that have

strong similarity to the new problem

i. (cancer types change way immune blood cell

work)

b. “Mapping” from the old problem solution process

into a solution for the new problem, references the

know similarities between both
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i. (coronavirus types change way immune

blood cell work)

c. “Testing” and redefining the potential known

similarities

i. “COVID-19 is LIKE a cancer”
� (cancer cells get into bone narrow cells, compete

with leukocytes)
� (leukocytes flow bloodstream to fight viruses, bacte-

ria, and other foreign invaders)
� (coronaviruses overreact immune system function

over-activate leukocytes produce cytokine storm)
� (coronavirus cytokine storm release great amounts

of cytokines produce inflammation stimulating mole-

cules into the blood)

d. “Recurrence” of a solution pattern problem as a

“reusable rule,” for common type of problems

i. Rule: “COVID-19 is LIKE a cancer THAT kill

mostly with overreaction of the immune system”

ii. Reusable rule: “{target} LIKE {source} THAT

{analogical mapping}”

7.6.7 Neuro-Fuzzy logic reasoning as cognitive

reasoning

“Neuro-Fuzzy Logic Reasoning” is based on “Fuzzy logic

reasoning,” which “resembles human reasoning in a simi-

lar to way how humans perform decision-making,” and

it involves all intermediate possibilities between “YES”

and “NO.” It was studied in my last book “Applied

Biomechatronics Using Mathematical Models” in

Chapters 6 [27] and 7 [10]. The “Fuzzy logic reasoning”

generally reaches a conclusion following seven steps:

1. “Define linguistic variables for input and output”;

2. “Construct knowledge base rules based on

experiences”;

3. “Define fuzzy rules to relate the variables”;

4. “Fuzzification, which consists of converting crisp data

into fuzzy sets using the membership functions”;

5. “Evaluate rules in the Fuzzy Inference System (FIS)”

6. “Combine results for each rule by FIS”; and

7. “Defuzzification, which converts the output data into

nonfuzzy values.”

“Fuzzy logic reasoning” is based on two types of

“Inferences Fuzzy Systems,” which differ in the way that

the outputs are determined. These are: “Mamdani-type

inference” and “Sugeno-type inference.”

� “Mamdani-type inference” is well-suited to human

input, uses an intuitive and interpretable rules base,

thus allowing easy understanding. It is frequently cre-

ated from human expert knowledge, such as “medical

diagnostics” as shown in the next example and repre-

sented in Fig. 7.6

FIGURE 7.6 Basic example of “Fuzzy logic reasoning” based on “Mamdani-type inference.”
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7.6.7.1 Example “Fuzzy System: Mamdani-type
inference” in MATLAB

Problem to resolve:

Assume a “liquid medicine for control cough” and

analysis is required using “Fuzzy Inference systems to

control cough.” Apply “Mamdani-type inference” to build

a “Inference Fuzzy System.”

Procedure:

In MATLAB in the command prompt enter “fuzzy,”

which loads the “Fuzzy Logic Designer*,” and in the menu

select: File. Import.From File”basicMandami.fis**”

Note*: The Fuzzy Logic Toolbox is required

Note**: This file can be found in the companion

directory of this book, at the following directory: “....

\MATLAB\Exercises_book_ABME\CH7\MATLAB

NEURO-FUZZY”

Follow the seven steps as:

Step (1) “Define linguistic variables for input and output”

� Input variable5 “cough” and output variable5 “liquid

medicine,” as shown in Fig. 7.6A

Step (2) “Construct knowledge base rules based on

experiences”

� “One spoon of liquid medicine every 8 hours” is

recommended for “occasional cough”
� “Two spoons of liquid medicine every 8 hours” is

recommended for “normal cough”
� “Three spoons of liquid medicine every 8 hours” is

recommended for “extreme cough”

Step (3) “Define fuzzy rules to relate the variables”

� Rule 1: If (cough is occasional) then (medicine is

1_spoon)
� Rule 2: If (cough is normal) then (medicine is

2_spoons)
� Rule 3: If (cough is extreme) then (medicine is

3_spoons)

Step (4) “Fuzzification, which consists of converting

crisp data into fuzzy sets using the membership functions”

� Input Variable5 “cough, as shown in Fig. 7.6B
� Output Variable5 “liquid medicine,” as shown in

Fig. 7.6C

Step (5) “Evaluate rules in the Fuzzy Inference System

(FIS)”

� If input “cough5 0.503,” then output “med-

icine5 0.5.” The fuzzy rules are shown in Fig. 7.6D

and their evaluation in Fig. 7.6E.

Step (6) “Combine results for each rule by FIS”

� If input “cough5 0.85,” then output “med-

icine5 0.704.” As shown in Fig. 7.6F.

Step (7) “Defuzzification, that convert the output data

into nonfuzzy values”

� Fuzzy input “medicine5 0.503” is crispy value is 2

spoons
� Fuzzy output “medicine5 0.704” is crispy value is

approx. 2.112 spoons

The “Sugeno-type inference” is computationally effi-

cient, works well with optimization and adaptive techni-

ques, and it is frequently used in mathematical analysis.

“Sugeno-type inference,” also known as “Takagi-Sugeno-

Kang fuzzy inference,” uses “singleton output membership

functions” that are either constant or a linear function of

the input values. The “defuzzification” process for a

“Sugeno system” is more computationally efficient com-

pared to that of a “Mamdani system”; it uses a weighted

average or weighted sum of a few data points rather than

computes a “centroid” of a two-dimensional area. This

“Sugeno-type inference” is frequently used to act as an

interpolating supervisor of multiple linear controllers that

are to be applied, respectively, to different operating con-

ditions of a dynamic nonlinear system, as shown in the

example in Fig. 7.7.

7.6.7.2 Example “Fuzzy System: Sugeno-type
inference” in MATLAB

Problem to resolve

Assume again the same problem to resolve from the

last example: “liquid medicine for control cough” and

anlysis required using “Fuzzy Inference systems based on

the Sugeno-type inference” to control “cough.”

Procedure

In MATLAB in the command prompt enter “fuzzy,”

which loads the “Fuzzy Logic Designer*,” and in the menu

select: File. Import.From File “basicSugeno.fis**”

Note*: The Fuzzy Logic Toolbox is required

Note**: This MATLAB variable can be found at the

companion directory of this book, at the following direc-

tory: “... MATLAB\Exercises_book_ABME\CH7\MATLAB

NEURO-FUZZY”

Follow the seven steps:

Step (1) “Define linguistic variables for input and output”

� Input variable5 “cough” and output variable5 “liquid

medicine,” as shown in Fig. 7.7A.

Step (2) “Construct knowledge base rules based on

experiences”

� “One spoon of liquid medicine every 8 hrs” is recom-

mend for “occasional cough”
� “Two spoons of liquid medicine every 8 hrs” is recom-

mend for “normal cough”
� “Three spoons of liquid medicine every 8 hrs” is rec-

ommend for “extreme cough”
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Step (3) “Define fuzzy rules to relate the variables”

� Rule 1: If (cough is occasional) then (medicine is

1_spoon)
� Rule 2: If (cough is normal) then (medicine is

2_spoons)
� Rule 3: If (cough is extreme) then (medicine is

3_spoons)

Step (4) “Fuzzification, that consist in convert crisp

data into fuzzy set using the membership functions”

� Input Variable5 “cough, as shown in Fig. 7.7B
� Output Variable5 “liquid medicine,” as shown in

Fig. 7.7C. Verify that each membership has a parameter:

“1_spoon5 0,” “2_spoons5 .5,” and “3_spoons5 1”

Step (5) “Evaluate rules in the Fuzzy Inference System

(FIS)”

� If input “cough5 0.503,” then output “med-

icine5 0.5.” The rules to evaluate are shown in

Fig. 7.7D and the evaluation in Fig. 7.7E

Step (6) “Combine results for each rule by FIS”

� If input “cough5 0.85,” then output “med-

icine5 0.9*.” As shown in Fig. 7.7F

Note*: This value in “Sugeno-type inference” is more

precise than that obtained using the “Mamdani-type

inference.”

Step (7) “Defuzzification, that convert the output data

into nonfuzzy values”

� Fuzzy input “medicine5 0.503” is crispy value5 2

spoons
� Fuzzy output “medicine5 0.9” is crispy value5 2.7

spoons

“Neuro-Fuzzy systems (NFS)” to be studied in the next

section, is the integration of “Fuzzy systems,” such as the

“human-like reasoning of fuzzy systems”, with “Artificial

Intelligence,” such as “machine learning (ML),” “artifi-

cial neural network (ANN),”and “cognitive computing

models.” The typical steps for a “NFS” applied for

“Medical diagnostic processes” are usually based on

signs, symptoms, and laboratory investigations following

the steps: “integrate a dataset for medical diagnosis,”

“partition the original dataset in training and validation

dataset,” “define Fuzzy Inference structure type,” “obtain

a FIS rules applying AI algorithms,” “optimize the FIS to

improve precision in the FIS rules applying AI optimiza-

tion algorithms,” “apply FIS algorithm to analyze new

patient data,” and “defuzzification”:

� “Integrate a dataset for medical diagnosis,” where the

dataset includes all variables needed to describe the

characteristics of the objective to analyze based on

trustable historical differential symptoms systems of

many patients that have experienced the objective,

FIGURE 7.7 Basic example of “Fuzzy logic reasoning” based on “Sugeno-type inference.”

638 Applied Biomedical Engineering Using Artificial Intelligence and Cognitive Models



graded by values between “normal5 0” through to

“abnormal5 “1.”
� “Partition the original dataset in training and

validation dataset.” The original complete “dataset

for each specific medical diagnosis” is split in

equal sizes into “training dataset” and “validation

dataset.”
� “Define Fuzzy Inference structure type” specifying its

inputs and output variables, where each variable repre-

sents each of the data attributes and ranges from “0”

to “1.” It is important to reduce the number of possible

“fuzzy rules,” that is, using two “membership function

(MFs)” for each input variable, will result in 29 5 512

MFs for the output variable for best precision or using

512/25 256, 512/45 128, or 512/85 64 losing preci-

sion for faster results.
� “Obtain a FIS rules applying AI algorithms” where

the training can be made by applying a different algo-

rithm such as “genetic algorithm,” “particle swarm,”

“simulated annealing algorithm,” “adaptive neuro-

fuzzy,” and others, to generate the rules specified in

the output.
� “Optimize the FIS to improve precision in the FIS

rules applying AI optimization algorithms,” this opti-

mization is also known as “tuning,” and applying

algorithms such as “genetic algorithm,” “particle

swarm,” “pattern search,” “simulated annealing

algorithm,” “adaptive neuro-fuzzy,” and others, to

simplify the number of rules obtained during the

training.
� “Apply FIS algorithm to analyze new patient data.”

The FIS model is applied to predict new data to be

classified in the output based on the optimized fuzzy

rules
� “Defuzzification, which converts the output data into

nonfuzzy values.”

7.6.7.3 “Neuro-Fuzzy systems (NFS)”

“Neuro-Fuzzy systems (NFS)” types can be divided basi-

cally into “linguistic fuzzy modeling,” “precise fuzzy

modeling,” and “pseudo outer-product based fuzzy neural

network”:

� Linguistic fuzzy modeling” based on interpretability

applying the “Fuzzy System: Mamdani-type inference.”
� “Precise fuzzy modeling” is based on accuracy apply-

ing the “Fuzzy System: Sugeno-type inference.”
� “Pseudo Outer-product Based Fuzzy Neural Network”

are “neuro-fuzzy systems” using in combination with

other methods, such as “Approximate Analogical

Reasoning Scheme” [28], “commonly accepted fuzzy

Compositional Rule of Inference” [29], “self-

organization and associative memories” [30], and

others.

In summary, “Fuzzy logic reasoning” resembles human rea-

soning in the similar way how humans perform decision

making, and it involves all intermediate possibilities

between “YES” and “NO.” Its application for“Medical dis-

eases” is a challenging task due to the nature of data, that

can be incomplete, uncertain, and imprecise. But its expo-

nential evolution is improving results with better precision

each time, as shown in the example: Research 7.5, sec-

tion 7.7.3 “Linguistic Neuro-Fuzzing Modeling to predict

breast cancer tumor.”

7.6.8 Visuospatial relational reasoning

“Visuospatial relational reasoning” is a kind of

“Relational reasoning” using images for reasoning. It

investigates the relational reasoning using visuospatial

materials with functional magnetic resonance imaging.

Based on our interest in “Neurology applying

Artificial Intelligence to evaluate the human cognitive

processes through cognitive computing,” and because of

the analysis of learning, reasoning, and others, the corre-

lation of biological processes with brain activity can be

studies using imaging techniques, such as “fMRI” and

other imaging bioinstruments, and by detecting neuropo-

tential activities in the brain using “EEC.”

Many of the early neuroimaging studies of reasoning

suggested that the “frontal lobes” in the “human brain”

were particularly important. Later other studies indicated

that the “frontal lobes” may serve a coordinating or con-

trol function, possibly integrating widescale activity

across the brain, rather than operating as a relational mod-

ule. “Brain network interconnectivity” looks to be an

especially promising area toward capturing the complex-

ity of “neural processing in reasoning,” and may further

clarify some of the roles of specific brain areas that have

been linked to reasoning in various forms. For example,

the “prefrontal cortex (PFC)” tends to show advanced

reasoning skills, and it is an active component of numer-

ous reasoning tasks across several domains, including

“visuospatial relational reasoning,” “analogical rela-

tional reasoning,” “deductive, and inductive reasoning”

[31]. Besides, “deductive reasoning” has shown signifi-

cant clusters of activation in the brain in special areas,

such as “left inferior frontal gyrus (IFG),” “left medial

frontal gyrus (MeFG),” “bilateral middle frontal gyrus

(MFG),” “bilateral precentral gyrus (PG),” “bilateral

posterior parietal cortex (PPC),” and “left Basal Ganglia

(BG)” [32].

“Visuospatial relational reasoning” is a method that has indi-

cated how the “human brain” is involved simultaneously in

many activities at any moment in time. For example, when

(Continued )
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(Continued)

typing on a keyboard, the brain sends the orders for the fin-

ger movements, but also is reasoning in how to form the

words to describe the concept that is being documented, as

well as undertaking other activities such as feeling tired,

thirsty, etc. This is based on a concept known as “dynamic

neural pathways” that standard “AI algorithms” are not ana-

lyzing. The new AI algorithms apply decoding of reasoning

activities that will allow the analysis of complex brain activi-

ties, thus enabling new neuroscience discoveries and show-

ing how can we get new “AI models” to analyze them [33].

7.6.9 Cognitive learning and relationship with

neuroscience of reasoning

“Cognitive Learning and its relationship with the neuro-

science of reasoning is proposed as Cognitive Learning-

Reasoning (CL&R) using Cognitive Computing (CC).”

“CL&R” can be defined in the following two steps:

� “Cognitive Learning” is a mental process that takes in,

interprets, stores, and retrieves information to infer

something, and
� “Cognitive Learning” can be studied by the “neurosci-

ence of reasoning” that scientifically involves deter-

mining the neural correlates of reasoning.

These relationships can be can be investigated in

many ways, such as “Visuospatial Relational

Reasoning,” explained in Section 7.6.8, using the “event-

related potential in the human brain by functional mag-

netic resonance imaging” [34], with the objective of

obtaining “AI Models” applying “Cognitive Computing”

methods.

In summary, “deductive reasoning,” “inductive reasoning,”

“abductive,” and “metaphoric inference” directly refer to

one thing by mentioning another. They may provide clarity

or identify hidden similarities between two ideas based on

mapping of a set of conceptualities that depend on each

individual interpretation.

The different types of reasoning have the following char-

acteristics [35,36]:
� “Deductive reasoning” is a top-down approach from

premises to conclusion that guarantees the validity of a

conclusion, provided that the premises are true. It can

be represented as: (General Rule - Best Prediction).
� “Inductive Reasoning” is a bottom-up approach that

does not guarantee a valid conclusion, only a probable

conclusion based on some samples of the total popula-

tion where inferences are drawn based on probability

values. It can be represented as (Specific Rule -

Specific Conclusion).

(Continued )

(Continued)

� “Abductive reasoning”: It can be represented as

(Incomplete Observation - Best Prediction), maybe is

true
� “Metaphoric reasoning” is a way of inferring conclu-

sions having uncertainty or doubt expressed as most

likely taking the best shot. It can be represented as

(Creative Concepts - Comparative Conclusion).
� “Fuzzy Logic Reasoning” is intended to model logical

reasoning with vague or imprecise statements, referring

to the systematic handling of degrees of some kind for a

partial true.

� “Visuospatial Relational Reasoning” is intended for

relation reasoning based on images to obtain a best

prediction.

7.7 Cognitive Learning and Reasoning
research example applying AI-CCAS
framework

In this section we will focus on examples of research

applying different types of “Cognitive Learning and

Reasoning using Cognitive Computing”:

� “Cognitive sentiments analysis for neurologic diseases

that affect mood changes under Cognitive

Computing.” The main objective is to obtain an “AI

model” to classify the “mood change” for yesterday

and today on “neurologic diseases, such as

Parkinson’s disease (PD)”, and other diseases by ana-

lyzing their cognitive status using their mood descrip-

tions using an “AI and Cognitive Computing Agents

System (AICCAS) framework” using MATLAB. See

Research 7.3, section 7.7.1 “Cognitive sentiments

analysis for neurologic diseases that affect mood

changes under Cognitive Computing.”

� “Deductive reasoning evaluation for neurologic dis-

eases patients using Cognitive Computing.” The main

objective is to obtain an “CNN-NLP model” to detect,

analyze, and classify deductive reasoning evaluation

texts of patients with neurologic diseases. It analyzes

their cognitive status based on their answers for three

types of deductive reasoning using text propositional

relational arguments under a “AI and Cognitive

Computing Agents System (AICCAS) framework”

using MATLAB. See Research 7.4, section 7.7.2

“Deductive reasoning evaluation for neurologic dis-

eases patients using Cognitive Computing.”

� “Linguistic Neuro-Fuzzing Modeling to analyze differ-

ent biomedical engineering problem as breast

cancer tumor.” The main objective is to obtain a

“Linguistic Neuro-Fuzzy model” to detect, analyze,

and classify a “breast cancer tumor” as “Benign
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Cancer,” a nonaggressive tumor that does not affect

surrounding tissues; or “Malignant Cancer,” an

aggressive tumor that invades surrounding tissues. It

can be integrated in an “AI and Cognitive Computing

Agents System (AICCAS) model” using MATLAB. See

Research 7.5, section 7.7.3 “Linguistic Neuro-Fuzzing

Modeling to analyze breast cancer tumor.”

7.7.1 Research 7.3

“Cognitive sentiments analysis for neurologic diseases

that affect mood changes using Cognitive Computing.”

Case for research

Create an “AI model to detect and classify mood

change on neurologic diseases, such as for Parkinson’s

disease (PD) patients, and other neurologic diseases, by

analyzing their cognitive status using their mood descrip-

tions for yesterday and today.”

General Objective

Obtain an “AI model” to classify the “mood change”

for yesterday and today for “neurologic diseases, such as

for Parkinson’s disease (PD) patients, and other dis-

eases” by analyzing their cognitive status using their

mood descriptions using an “AI and Cognitive Computing

Agents System (AICCAS) model” applying MATLAB.

Specific Objectives

� Use “Word Embedding” as the collective name for a

set of language modeling and feature learning techni-

ques in “natural language processing,” where words

or phrases from the vocabulary are mapped to vectors

of real numbers. to detect positive and negative words.
� Prepare “Word Embedding” and partition datafile for

classification.
� Train sentiment based on positive/negative words with

“Support Vector Machine.”
� Test “sentiment Positive and Negative words” under

“SVM classification.”
� Verify word embedding classification accuracy for the

“AI-SVM Model.”
� Evaluate for PD Patients “Sentiment Analysis for

Yesterday and Today mood” by text expressions or

spoken answers.

Background for “Parkinson’s mood changes
symptom”

“Parkinson’s” is a “neurologic disease” that often

starts with a tremor in one hand or leg. Other common

“PD motor symptoms” are slow movement, stiffness, and

loss of balance. But the “PD nonmotor neurological

or cognitive symptoms” are amnesia, confusion, difficulty

in thinking and understanding, mood change, and many

more.

Everyone experiences changes in mood over the

course of any given day, week, month, and year. But

“mood changes” in Parkinson’s diseases patients are

broad term that can mean different things in this disease

[37]. The “mood changes” usually happen in

“Parkinson’s disease (PD)” and it is especially important

to follow up this cognitive symptom. “Mood” refers to a

temporary state of mind or generalized state of feeling. In

people with “PD,” mood can become disordered, with

changes that are extreme and persistent or inappropriate

to the social context. For this reason “Parkinson’s” is also

called a “neuropsychiatric disease.” This means it is a

disease of the “nervous system (“neuro”)” that may

involve changes in “mental health (“psychiatric”).”

Emotional and behavioral changes are common in people

with chronic diseases, but these changes are even more

common in PD. The same “neurotransmitters, such as the

dopamine,” that regulate movement also regulate our

mood. Therefore, the same processes in the brain that

lead to the more classical symptoms of Parkinson’s dis-

ease can cause depression. When “dopamine-producing

cells in the brain die, movement and mood can also be

affected.” In this case, “depression” is actually a symptom

of PD, not a reaction to the diagnosis. Besides, others fac-

tor can be responsible for the “mood disorders,” such as

“drugs interactions,” and other “external factors”:

� “Drugs interactions.” Interactions between

“Parkinson’s medications and other drugs” can also

affect mood. It is always important to tell doctors

about all the medications and supplements one is tak-

ing. This may help to reduce the impact of drug

interactions.
� “External factors,” such as social, economic, and other

factors, in their everyday environment affect their

mood. This includes big things like work, family,

financial issues, living circumstances, and health, as

well as small things like traffic or the weather. “Stress

and anxiety” are also major triggers for emotional

changes [38]

The follow-up for “PD mood-disorder” is particularly

important because it can be greatly improved with medi-

cal treatment to keep patients living their best possible

quality of life.

Dataset

A dataset of two lists of positive and negative opinions

or sentiment words are used; both lists are known as the

“Opinion Lexicon” [39]. The lists are: “positive-words.

txt” and “negative-words.txt” containing one field of

words, as shown Fig. 7.8. Both lists are used as “Word

Embedding” to apply “learning techniques in natural lan-

guage processing (NLP)” to evaluate the “PD patient’s

cognitive mood changes” expressed in two phases: “one

for yesterday and the other for today.”

Note: This data set can be downloaded in: http://www.

cs.uic.edu [40], and also can be found in the companion
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directory of the book, at the following directory: “. . .

\Exercises_book_ABME\CH7\MATLAB_COGNITIVE

\opinion-lexicon-English

Procedure

The steps to “detect and classify mood change on

Parkinson’s disease (PD) patients by analyzing their cog-

nitive status via expressing their mood for yesterday and

today using MATLAB*” are summarized in Table of

slides 7.3. Each step of the example is visually explained

using screen sequences with instructions in easy to follow

figures.

Note*: This MATLAB research example requires: Text

Analytic Toolbox and Text Analytics Toolbox Model for

fast Text English 16 Billion Token Word Embedding.

FIGURE 7.8 Dataset sample “Opinion Lexicon” with two text files: negative-words.txt and positive-words.txt.

642 Applied Biomedical Engineering Using Artificial Intelligence and Cognitive Models



Table of slides 7.3 Steps for MATLAB to detect and classify mood change on Parkinson’s disease (PD) patients by analyzing their cognitive status via expressing their

mood for yesterday and today.

Slide Description Screen figure

1 Open your MATLAB to “detect and classify PD mood
change”—Step (1) Download Word Embedding and
“1 ” and “2 ” words.
Go to the directory “. . .\Exercises_book_ABME\CH7\
MATLAB_COGNITIVE.” Open the script
“smvClassifySentiment.m.” Copy and paste in the
command prompt: “step (1) Download WordEmbedding
and Positive and Negative words,” that load
“fastTextWordEmbedding”. And create a table with the
positive and negative words with their respective label.

(Continued )



(Continued)

Slide Description Screen figure

2 MATLAB “detect and classify PD mood change”—Step
(2) Prepare word Embedding and partition datafile for
classification.
Copy and paste in the command prompt “step (2)
Prepare word Embedding and partition datafile for
classification.” That remove words that are not found in
word embedding variable “emb,” and partition it for
“Training Data” and “Testing Data.”



3 MATLAB “detect and classify PD mood change”—Step
(3) Train sentiment based positive/negative with Support
Vector Machine.
Copy and paste in the command prompt “step (3) Train
sentiment based positive/negative with Support Vector
Machine” and observe the “SVM Model” definition.

(Continued )



(Continued)

Slide Description Screen figure

4 MATLAB “detect and classify PD mood change”—Step
(4) Test Sentiment Positive and Negative words under
SVM classification.
Copy and paste in the command prompt “step (4) Test
Sentiment Positive and Negative words under SVM
classification,” that convert the words in the testing
partition to word vectors, and predict the sentiment
labels for the testing partition.



5 MATLAB “detect and classify PD mood change”—Step
(5) Verify word embedding classification accuracy for
the AI-SVM Model.
Copy and paste in the command prompt “step (5) Verify
word embedding classification” accuracy for the AI-SVM
Model. That create the confusion chart showing 178 true
positive-positive1 444 true negatives-negative with only
11 false negative-positive1 19 false positive-negative
that indicate a relation of 622/65250.954 (95.4%
correctly classified).

(Continued )



(Continued)

Slide Description Screen figure

6 MATLAB “detect and classify PD mood change”—Step
(6) Open file and Calculate Patients Sentiment Analysis
Yesterday and Today.
Copy and paste in the command prompt “step (6) Open
file and Calculate Patients Sentiment Analysis for
Yesterday and Today,” select the file: "TestPD1.xlsx.”
Observe that original text for yesterday and today
“mood,” the number of token (words), the means for
each day, and the bagofword for this patient with “mood
change from yesterday (negative5 -.583) to today
(positive)50.479”



7 MATLAB “detect and classify PD mood change”—Step
(6) Open file and Calculate Patients Sentiment Analysis
Yesterday and Today.
Copy and paste in the command prompt “step (6) Open
file and Calculate Patients Sentiment Analysis for
Yesterday and Today,” select the file: “TestPD2.xlsx.”
Observe that original text for yesterday and today
“mood,” the number of token (words), the means for
each day, and the bagofword for this patient with “mood
change from yesterday (negative5 -1.49) to today
(positive)50.727”

(Continued )



(Continued)

Slide Description Screen figure

8 MATLAB “detect and classify PD mood change”—Step
(6) Open file and Calculate Patients Sentiment Analysis
Yesterday and Today.
Copy and paste in the command prompt “step (6) Open
file and Calculate Patients Sentiment Analysis for
Yesterday and Today,” select the file: “TestPD3.xlsx.”
Observe that original text for yesterday and today
“mood,” the number of token (words), the means for
each day, and the bagofword for this patient with “mood
change from yesterday (negative5 -.187) to today
(negative)5 0.483”



9 MATLAB “detect and classify PD mood change”—Step
(6) Open file and Calculate Patients Sentiment Analysis
Yesterday and Today.
Copy and paste in the command prompt “step (6) Open
file and Calculate Patients Sentiment Analysis for
Yesterday and Today,” select the file: “TestPD4.xlsx.”
Observe that original text for yesterday and today
“mood,” the number of token (words), the means for
each day, and the bagofword for this patient with “mood
change from yesterday (negative5 -.44) to today
(negative)5 -0.76”

(Continued )



(Continued)

Slide Description Screen figure

10 MATLAB “detect and classify PD mood change”—Step
(6) Open file and Calculate Patients Sentiment Analysis
Yesterday and Today.
Copy and paste in the command prompt “step (6) Open
file and Calculate Patients Sentiment Analysis for
Yesterday and Today,” select the file: “TestPD5.xlsx.”
Observe that original text for yesterday and today
“mood,” the number of token (words), the means for
each day, and the “bag of word” for this patient with
“mood change from yesterday (negative5 -.037) to
today (negative)5 0.937”



Conclusions

An “AI model to detect and classify mood change on

Parkinson’s disease (PD) patients by analyzing their cogni-

tive status via expressing their mood for yesterday and

today” using MATLAB was obtained and it was tested with

real answer from “PD patients.” It is possible to create a

website or keep a diary where the patients or their care

partner can enter the “mood” daily, to obtain a chart to

analyze their “mood change” through time as a feedback

for whether their medication is improving their quality of

life or not; also it can help to detect “stress” and “anxiety.”

Recommendation

It is possible to create a specific “Neurologic opinion

with positive and negative frequently used words to

describe patient’s behavior with the symptoms labeled.”

7.7.2 Research 7.4

“Deductive reasoning evaluation for neurologic diseases

patients using cognitive computing.”

Case for research

Obtain an “CNN-NLP model to detect and classify

deductive reasoning evaluation text on neurologic dis-

eases patients, by analyzing their cognitive status based

on their answers for three types of deductive reasoning

using text propositional relational arguments”.

General Objective

Obtain an “CNN-NLP model” to classify deductive rea-

soning evaluation on neurologic diseases patients by ana-

lyzing their cognitive status based on their answers for

three types of “deductive reasoning using text propositional

arguments”: “modus ponens,” “modus tollens,” and “dis-

junction elimination” in the “AI and Cognitive Computing

Agents System (A-ICCAS) model” using MATLAB

Specific Objectives

� Use “Word Embedding” as the collective name for a

set of language modeling and feature learning techni-

ques in “natural language processing (NLP)” where

statements texts using propositional arguments are

used to infer the correct answers in all their logical

values.
� Three different training dataset are loaded with differ-

ent examples for “deductive reasoning” for “Modus

Ponems Test,” “Modus Tollens Tests,” “Dysfunction

Elimination Tests” in tables as a datastores.
� Define a custom “Convolutional Neural Network for

NLP classification,” and show its “net graph.”
� Train the network for three types of “Deductive

Reasoning using propositional arguments” to obtain

three network models, one for each of “deductive rea-

soning type.”

� Predict new “Deductive reasoning with evaluation

tests” for the three different types, showing them in a

dialog for user input response of “TRUE” or “FALSE,”

and evaluate them using “AI models” to calculate their

score percentages results.

Background for “Neurologic—Deductive reasoning

evaluation”

As explained in Section 7.6.2 “Deductive reasoning,”

and the relationship with “neurologic diseases” in

Section 7.6.9, “Cognitive Learning” is a mental process

that takes in, interprets, stores, and retrieves information

to infer something. It can be studied by the “neuroscience

of reasoning” that scientifically involves determining the

neural correlation of reasoning that can be investigated by

detecting the “event-related potential in the human brain

by functional magnetic resonance imaging” [41], with the

object of obtaining “AI Models” that apply “Cognitive

Computing” methods.

Dataset

The datasets used for this “Deductive reasoning”

research are shown in Fig. 7.9. These are:

� Deductive reasoning—Modus ponens:

“1testDRModusPonens.csv” and

“1trainDRModusPonens.csv”
� Deductive reasoning—Modus tollens:

“2testDRModusTollens.csv” and

“2trainDRModusTollens.csv”
� Deductive reasoning—Dysfunction elimination:

“3testDRDisfunctionElimintion.csv” and

“3trainDRDisfunctionElimination.csv”

Note: This dataset can also be found in the compan-

ion directory of the book, at the following directory:

“. . .\Exercises_book_ABME\CH7\MATLAB_DEDUC_

REASON”

Procedure

The steps to obtain a “CNN-NLP model” to classify

deductive learning evaluation on neurologic diseases

patients by analyzing their cognitive status based on their

answers for three types of “deductive reasoning using text

propositional arguments”: “modus ponens,” “modus tol-

lens,” and “disjunction elimination” in the “AI and

Cognitive Computing Agents System (AICCAS) model”

using MATLAB* are summarized in Table of slides 7.4.

Each step of the example is visually explained using

screen sequences with instructions in easy to follow

figures.

Note*: This MATLAB research example requires

Deep Learning Toolbox, Text Analytic Toolbox, and Text

Analytics Toolbox Model for fast Text English 16 Billion

Token Word Embedding.
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FIGURE 7.9 Datasets for deductive reasoning.
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Table of slides 7.4 Steps for MATLAB to classify deductive learning reasoning tests on neurologic diseases patients analyzing their cognitive status.

Slide Description Screen figure

1 Open your MATLAB “classify deductive learning
reasoning tests”—Step (1) Load word Embedding and
datasets.
Go to the directory “. . .\Exercises_book_ABME\CH7\
MATLAB_COGNITIVE.” Open the script
“deductiveReasoning.m.” Copy and paste in the
command prompt: “step (1) Load word Embedding and
datasets,” that load “fastTextWordEmbedding,” and
request thought dialog box the selection of 3 datasets:
“1trainDRModusPonens.csv,” “2trainDRModusTollens.
csv,” and “3trainDRDisfunctionElimination.csv” as
shown in this slide.

(Continued )



(Continued)

Slide Description Screen figure

2 MATLAB “classify deductive learning reasoning tests”—
Step (2) Predictor and response conversion for reasoning
learning datasets.
Copy and paste in the command prompt “step (3)
Predictor and response conversion for the 3 training
datastores.” This obtain unique labels, number of
observations, transform datastores to text data for
“predictors and responses” as shown in this slide.



3 MATLAB “classify deductive learning reasoning tests”
Step (3) Define a Convolutional Neural Network NLP
Reasoning Learning.
Copy and paste in the command prompt “step (3) Define
a Convolutional Neural Network NLP” and observe the
“CNN graph architecture” defined at the function “cnn.
m,” that allows to analyzed two types of responses or
classes: “TRUE” and ‘FALSE.”

(Continued )



(Continued)

Slide Description Screen figure

4 MATLAB “classify deductive learning reasoning tests”
Step (4) Train the networks for 3 types of Deductive
Reasoning.
Copy and paste in the command prompt “step (4) Train
the networks for 3 types of Deductive Reasoning,” that
train the 3 “Deductive Reasoning tests,” and saved the
“AI Model” as “net1 for Modus Ponems Test”, “net2 for
Modus Tollens Test” and “net3 for Dysfunction
Elimination Test” as shown.



5 MATLAB “classify deductive learning reasoning tests”—
Step (5) Predict New Deductive reasoning for 3 different
types.
Copy and paste in the command prompt “step (4) Train
the networks for 3 types of Deductive Reasoning,” that
train the 3 “Deductive Reasoning tests,” and saved the
“AI Model” as “net for Modus Ponems Test”, “net2 for
Modus Tollens Test” and “net3 for Dysfunction
Elimination Test” as shown in this slide, and answer the
questions as shown in the next slide.

(Continued )



(Continued)

Slide Description Screen figure

6 MATLAB “classify deductive learning reasoning tests”
Test Dialogs and results for 3 Deductive reasoning.
Answer question for each test as “TRUE” OR “FALSE”
and press “OK” button to see the evaluation results as
shown. Finally the score for Deductive reasoning for the
3 evaluation tests you are shown in MATLAB command
prompt.



Conclusions

A “CNN-NLP model” can classify, using deductive

learning datasets and predict evaluation testing on neuro-

logic diseases patients, the cognitive status based on

answers for three types of “deductive reasoning using text

propositional arguments”: “modus ponens,” “modus tol-

lens,” and “disjunction elimination” in the “AI and

Cognitive Computing Agents System (AICCAS) model” using

MATLAB, as shown in Table of slides 7.4, slide 6.

Recommendation

It is possible to create a connection between “Cognitive

Learning” as a mental process that receives, stores, inter-

prets and retrieves information to infer something as a nor-

mal process for the human reasoning. This process is

studied by “neuroscience of reasoning,” that explain the

understading of reasons steps, studied through the neuronal

brain activity is detected using imagining bioinstruments as

“fMRI”, and others Biomedical instruments.

Note: There are a growing number of studies that show

that “COVID-19” is not just a “respiratory disease,” which

itself can leave permanent lung scarring with related long-

term respiratory issues, but can also affects other human

systems, such as it can “attack the central nervous system”

as well, leading to neurological issues both during and

probably after the virus is controlled. One study has shown

that 36% of the autopsies done on COVID-19 victims show

that the virus was in the “brain in addition to the lungs and

other organs”. [42]. This could be the main reasong for the

affection of human cognitive identified as a “brain fog in

COVID19 long haulers [43].”

7.7.3 Research 7.5

“Linguistic Neuro-Fuzzy Modeling to analyze breast can-

cer tumor.”
Case for research
Obtain a “Linguistic Neuro-Fuzzy model” to detect,

analyze, and classify a “breast cancer tumor” as “Benign

Cancer” or “Malignant Cancer.”

General Objective

Obtain an “Linguistic Neuro-Fuzzy model” to detect,

analyze, and classify “breast cancer tumor” as “Benign

Cancer,” a nonaggressive tumor that does not affect

surrounding tissues; or “Malignant Cancer,” an aggres-

sive tumor that invades surrounding tissues. It is to be

integrated in an “AI and Cognitive Computing Agents

System (AICCAS) model” using MATLAB

Specific Objectives

� Load the dataset for Breast Cancer for tumor
� Partition dataset into training data and validation
� Create a Mamdani Fuzzy Inference System (FIS) for

learning
� Training data and generate FIS rules
� Tune-up optimizing FIS learning updating the rules
� Analyze new data for cancer using the Neuro-Fuzzy

Model

Background for “Breast Cancer Tumors”
Read in Chapter 4, section 4.12.2.4.3 the background for

“Breast Cancer Tumors” in “research 4.4 Backpropagation

Neural Network for Patterns Recognition and classification of

Breast Cancer”

Dataset

The dataset used for this research for “Breast Cancer

Tumor” is useful for pathologists following the features of

biopsies via “Fine Needle Aspiration (FNA)” in accor-

dance with the Wisconsin grade scale that is based on

“nine cytological characteristics of breast FNAs.” The

values are normalized on a “scale from 0 to 1, with 0

being the closest to benign and 1 the most anaplastic”

[44] to determine whether a “breast mass is benign or

malign.” The dataset is in one file: “Cancer.csv” with

information from 699 instances with nine fields (attri-

butes) as indicated in Table 7.4.

Note: This data is available from the UCI Machine

Learning Repository [45].

Procedure

The steps to obtain “Linguistic Neuro-Fuzzy model” to

detect, analyze, and classify “breast cancer tumor” as

“Benign Cancer” or “Malignant Cancer” that can be inte-

grated in an “AI and Cognitive Computing Agents System

(AICCAS) model” using MATLAB are summarized in

Table of slides 7.5. Each step of the example is visually

explained using screen sequences with instructions in

easy to follow figures.

Note*: This MATLAB research example requires: Deep

Learning Toolbox. This MATLAB example uses “particle

swarm” and “pattern search optimization,” which require the

Global Optimization Toolbox software to be installed.
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TABLE 7.4 Dataset “Cancer.csv” variable names, fields, and descriptions.

Variable name Field Information from 699 instances of cancer tumors, with a Num. of fields

or attributes5 9

A Clump_thickness Clump thickness (normalized decimal from 0.1 to 1)

B Uniformity_cell_size Uniformity of cell size (normalized decimal from 0.1 to 1)

C Uniformity_cell_shape Uniformity of cell shape (normalized decimal 0.1 to 1)

D Marginal_adhesion Marginal Adhesion (normalized decimal from 0.1 to 1)

E Single_epithelial_cell _size Single epithelial cell size (normalized decimal from 0.1 to 1)

F Bare_nuclei Bare nuclei (normalized decimal from 0.1 to 1)

G Bland_chomatin Bland chomatin (normalized decimal from 0.1 to 1)

H Normal_nucleoli Normal nucleoli (normalized decimal from 0.1 to 1)

I Mitoses Mitoses (normalized decimal from 0.1 to 1)

j Malignant_cancer Malign Cancer ([05 no, 15 yes])

Note: This dataset can also be found companion directory of the book, at the following directory: “. . .\Exercises_book_ABME\CH7\MATLAB NEURO-
FUZZY.
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Table of slides 7.5 Steps for MATLAB “Linguistic Neuro-Fuzzy model” to detect, classify and predict classification of “breast cancer tumor”

Slide Description Screen figure

1 Open your MATLAB “Predict Linguistic neuro-fuzzy
modeling”—Step (1) Load the dataset for Breast Tumor
Cancer.
Go to the directory “. . .\Exercises_book_ABME\CH7\
MATLAB\MATLAB NEURO-FUZZY. Open the script
“linguisticNeuroFuzzy.m.” Copy and paste in the
command prompt: “step (1) Load the dataset for Cancer
Breast, that load the dataset cancer.csv.” Verify the
message: “. . .. dataset is ready.”

2 MATLAB “Predict Linguistic neuro-fuzzy modeling”—
Step (2) Dataset Partition into training data and
Validation.
Copy and paste in the command prompt “step (2)
Dataset Partition into training data and Validation.” This
step makes the partition in half for training and
validation. Verify the message in command prompt:
“. . .. dataset for training and Validation are ready.”

(Continued )



(Continued)

Slide Description Screen figure

3 MATLAB “Predict Linguistic neuro-fuzzy modeling”—
Step (3) Create a Mamdani FIS for Learning.
Copy and paste in the command prompt “step (3) Create
a Mamdani FIS for tuning.” This step defines the
“Mamdani Fuzzy Inference System (FIS) with 9 inputs
each with 2 membership function (MF) and one output
with 64 MF”. This allow FIS to use different output MF
for each rule. Observe that at this point the FIS stricture
has zero rules defined.

4 MATLAB “Predict Linguistic neuro-fuzzy modeling”—
Step (4) Training Data and generate FIS rules.
Copy and paste in the command prompt “step (4)
Training Data and generate FIS rules.” In this step the
tune FIS options are specify for “learning” with a
“maxIteration5 20” (increase the value for more
precision). The results for training, the FIS structure with
rules and a sample of the first 5 rules generated are show
on the next slide.



5 MATLAB “Predict Linguistic neuro-fuzzy modeling”—
Step (4) Training Data and check Validation, showing
Outputs.
These are the results of the FIS training, the FIS structure
with 64 rules with a “RMSE50.22608,” the error
difference between actual and expect values chart, and a
“sample of the first 5 fuzzy rules generated.”

6 MATLAB “Predict Linguistic neuro-fuzzy modeling”—
Step (5) Tune up-Optimizing FIS learning updating the
rules.
Copy and paste in the command prompt “step (5) Tune
up-Optimizing FIS learning for optimizing the rules.” In
this step the FIS option are for: “tuning,”
“optimization5patternsearch” and the
"MaxInteraction530.” Note: these are the
recommendable values of interaction greater than used
for learning to lower the value of RMSE. This tune
process takes longer, and results are shown in the next
slide.

(Continued )



(Continued)

Slide Description Screen figure

7 MATLAB “Predict Linguistic neuro-fuzzy modeling” -Step
(5) Tune up-Optimizing FIS learning adding new rules—
Showing results.
Here are the results of the Tune FIS model for
optimization: showing the results for the 30 iterations,
the FIS structure was optimized for 63 rules for the 64
obtained in learning, the RMSE values is now 0.20224
optimized from RMSE5 0.22608 obtained in learning.
And the chart for “Difference between Actual and Expect
values using the validation dataset.”

8 MATLAB “Predict Linguistic neuro-fuzzy modeling”—
Step (6) Predict new data for cancer using Neuro-Fuzzy
Model.
Copy and paste in the command prompt “step (6)
Predict new data for cancer using Neuro-Fuzzy Model.”
The prediction of the new data for “Breast tumor cancer”
is based on the optimized FIS model, obtaining the
results “05no malignant_cancer” for the first patient,
and “15malignant_cancer” for the second patient



Conclusions

A “Linguistic Neuro-Fuzzy model” to detect, analyze,

classify, and predict the classification of a “breast cancer

tumor” as “Benign Cancer” or “Malignant Cancer” was

obtained based applying the “Mamdani-type inference” as

an example that “AI under fuzzy logic” can be applied for

“medical diagnostics systems,” and can be integrated into

an “AI and Cognitive Computing Agents System (AICCAS)

framework”

Recommendation

It is possible to create a connection between “AI

Cognitive Learning,” and “neuroscience of reasoning”.

Where, “Cognitive Learning” is the mental process that

receives, interprets, stores, and retrieves information to infer

something during the process of reasoning, and this process

can be represented in “neuroscience of reasoning,” apply-

ing AI as “Neuro-Fuzzy models,” as a way to correlates the

AI models analysis of the neuronal brain activity obtain

through images obtained from many bioinstruments.

7.8 Challenge research for “Applied
Biomedical Engineering using Artificial
Intelligence and Cognitive Models”

The challenge research are projects with a medium to high

degree of difficult. Theses “challenge projects” have the

objective on cooperate in the development of many solu-

tions to help in different kinds problems applying “AI and

cognitive models” for different areas of “Biomedical

Engineering*.” All these “AI models” proposed once

obtained can be integrated in the “AI and Cognitive

Computing Agents System (AICCAS) framework or other

AI system architectures shown at Fig. 7.1.” They will take

many hours of research and need of different kind of

resources, and must be implemented by an excellent well

coordinate multidisciplinary team or individual research

that have access to the information needed and dedicated

time to resolved them as a “thesis” or “PhD dissertation.”

The best way to realize each of them is defining the spe-

cific goals and coordination between all members of the

research group involved based in incremental way for every

step in their research, design, data collection, intensive data

analysis, testing, implementation, debugging, etc.

Sharing information and results with published

research are general rules to help world kindness to find

more and more useful “AI models,” with the main purpose

of help people illness, diseases and injuries to find health

solutions or at least help to have a better quality of life in

patients. I encourage you to register* your project with us

at http://www.garzaulloa.org, and publish your research,

your results, your conclusions, the dataset used, and

recommendations to improve these methods or others.

Note*: Feel free to use the proposed projects based

on your resources and implement them and/or incorpo-

rate new methods to accomplish your objectives and

publish them citing this book as one of the references

sources.

Once that you choose your challenge project:

Optionally register your research from “Applied

Biomedical Engineering using Artificial Intelligence and

Cognitive Models” sending an email to jorge@garzaullo.

org and jgarzaulloa@miners.utep,edu with the following

information:

� Challenge research project number or your own

research,
� Project description,
� Company, Organization or University doing the

research,
� State, City and Country,
� Name of people working on the project, specialization,

and responsibilities with email of each of them,
� Design of Experiment summarized,
� Timing expected for the realization of the project.
� Note: (Optional) Send your datasets if possible.
� You will be welcome to ask for help in any question or

suggestion about yours projects.

We will try to provide important tips, recommenda-

tions, and other references to achieve your goals.

7.8.1 Challenge research project # 1: “Inductive

Reasoning AI evaluation test for neurologic

diseases patients under Cognitive Learning and

Reasoning applying Cognitive Computing”

Case for research

“AI-NLP model to detect and classify Inductive

Reasoning” applying AI evaluation tests to healthy people

and “neurologic diseases” patients, analyzing and com-

pare their “cognitive status,” based on their answers to

“inductive reasoning —Bayesian inferences” using text ad

or images as “statistical arguments.”

General Objective

Obtain an “AI-NLP model to detect and classify

Inductive Reasoning” applying evaluation tests to healthy

people and neurologic diseases patients, analyzing and

compare their “cognitive status” based on their answers to

“Inductive Reasoning —Bayesian Inferences” using

“Statistical Arguments” of three types: “Inductive

Learning and reasoning with generalized arguments,”

“Vision-Memory-Language as generalized arguments,”

and “Inferring causal relations” to be integrated under the

“AI and Cognitive Computing Agents System (AICCAS)

framework” as shown in Fig. 7.1
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Specific Objectives

� Build a dataset for “Inductive Reasoning —Bayesian

Inferences” using text “Statistical Arguments” of three

types: “Inductive Learning and reasoning with gener-

alized arguments,” “Vision-Memory-Language as gen-

eralized arguments,” and “Inferring causal relations”
� Use a “Word Embedding” as the collective name for a

set of language modeling and feature learning techniques

in “natural language processing (NLP),” where “if state-

ments texts using propositional arguments” are used to

infer the correct answers in all their logical values.
� Define a three custom “AI models,” one for each of

the three types needed: “Inductive Learning and rea-

soning with generalized arguments,” “Vision-Memory-

Language as generalized arguments,” and “Inferring

causal relations.”, and shows their “net graphs”
� Train the network for three types of “Inductive

Reasoning using propositional arguments” to obtain

three3 network models variables, one for each of

“inductive reasoning type.”
� Predict new “inductive reasoning” with evaluation

tests for the three different types, shown them in a dia-

log or screen for user input and evaluate them by the

“AI models” obtained calculating their score percen-

tages results.
� Compare areas and brain activities between health

people and neurologic diseases patients

Background for Bayesian models in cognitive

science

“Bayesian models in cognitive science” can be

obtained in different ways as evaluating experience with

“probability and statistical values” as shown in the fol-

lowing research reference papers [46�48]: “Inductive

Learning and reasoning,” “Vision-Memory-Language,”

and “Inferring causal relations.” Where:

� “Inductive Learning and reasoning with generalized

arguments” can be based on relational arguments, i.e.
� Input arguments: “Cows can get Kick’ disease, and

gorillas can get Hick’s disease”

� Conclusion argument: “All mammals get Hick’s

disease”
� Task: “Judge how likely conclusion is to be true,

given that arguments are true”

� “Vision-Memory-Language as generalized arguments”

allows to learn concepts and words memorizing their rela-

tion between them with images from objects, for example:

� Input arguments: A series of “images of dog” to

recognize “dogs,”

� Conclusion arguments: Place a group of images

from different animals
� Task: recognize probabilities which are from

“dogs,” and which are not from “dogs.”

� “Inferring causal relations” form previous experiences

as the following:
� Input arguments:

� Day 1: I took a multivitamins capsule, and I

had not a headache

� Day 2: I took a multivitamins capsule, and I

had a headache

� Day 3: I did not take a multivitamins capsule,

and I had a headache

� Day 4: I took a multivitamins capsule, and I

had not a headache

� Conclusion causal argument: Multivitamins
capsules causes headache

� Task: “Judge the probability of a causal link between

taking multivitamins capsules and headache”

Note: Review Section 7.6.3 Inductive Reasoning for

more information

In neuroimaging previous studies report

� Paper: “Prefrontal and parietal activity is modulated

by the rule complexity of inductive reasoning and can

be predicted by a cognitive model” [49] A cognitive

model predicts both the behavioral and brain imaging

results. The neural activity in the right “right dorsal

lateral prefrontal cortex (DLPFC),” and “precuneus”

is modulated by rule complexity. Increased task com-

plexity can lead to increased activation in task-specific

regions or to activation of additional regions. How the

brain adapts to increased rule complexity during

inductive reasoning remains unclear. Increased activa-

tions accompany increased rule complexity in the

“DLPFC” and “medial posterior parietal cortex (pre-

cuneus).” A “cognitive model” predicted both the

behavioral and brain imaging results. The current find-

ings suggest that neural activity in frontal and parietal

regions is modulated by rule complexity, which may

shed light on the neural mechanisms of inductive

reasoning.
� Paper: “Visualization, inductive reasoning, and mem-

ory span as components of fluid intelligence” [50]:

Implications for technology education, support

research on learning in technology education, this

paper describes two studies which aimed to identify

cognitive factors which are components of fluid intel-

ligence. The results identify that a synthesis of visuali-

zation, short-term memory span and inductive

reasoning can account for approximately 28%� 43%

of the variance in fluid intelligence. A theoretical

rationale for the importance of these factors in tech-

nology education is provided with a discussion for

their future consideration in cognitive interventions.

As discuss in the research paper: “Data-Brain driven

systematic human brain data analysis: A case study in

numerical inductive reasoning centric investigation”
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[51]. As a crucial step in understanding human intelli-

gence, “Brain Informatics (BI)” focuses on thinking

centric investigations of human cognitive functions

with respect to multiple activated brain areas and

neurobiological processes for a given task. In this

paper, they propose a “Data-Brain driven approach

for systematic brain data analysis,” which is imple-

mented by using the “Data-Brain,” “Data-Brain based

BI provenances,” and “Global Learning Scheme for

BI.” Furthermore, a human numerical “inductive rea-

soning” centric investigation is described to demon-

strate significance and usefulness of the proposed

approach. Such a “Data-Brain driven approach”

reduces the dependency on individual capabilities and

provides a practical way for realizing the systematic

human brain data analysis of BI methodology.

Dataset
To be define for assigned research team.

Procedure

To be define for assigned research team.

Conclusions

To be obtained after the procedures and tests

Recommendation

To be analyzed after results for the assigned research

team.

7.8.2 Challenge research project # 2: “Abducting

Reasoning using AI evaluation tests for patients

under Cognitive Learning and Reasoning

applying Cognitive Computing”

Case for research

“AI-NLP models to detect and classify Abducting

Reasoning using causal arguments in clinical diagnostic

reasoning for patients using AI evaluation tests under

Cognitive Computing.”

General Objective

Obtain “AI models to analysis metaphoric reasoning

for clinical diagnosis using Cognitive Computing based

on 4 approaches of Metaphoric reasoning-causal argu-

ments (Cause Effect): “Inference of abduction” based

on patterns “IF/THEN/THEREFORE,” “Backward-

chaining” as a Query-Driven using AND-OR search

through the space of explanations, “Paradigm case-

based” as cases representation to reach explanations,

“Generative metric” based on query human inferences.

Specific Objectives

� Create the data structures needed as “(Cause

Effect),”
� Build the dataset for each approach: “Inference of

abduction,” “Backward-chaining,” “Paradigm case-

based,” “Generative metric”

� Define the customs “Convolutional Neural Network

for NLP classification” needed for each approach, and

shows their “net graph”
� Train the network for four approaches of “Abductive

Reasoning using causal arguments” to obtain the four

“AI models.”
� Predict new “Abductive reasoning” correct answers

for the evaluation test for the four approaches and

evaluate them for each patient calculating their score

percentages results.

Background

An ideal version of diagnosis using circular “abductive

reasoning with causal arguments” as explained in sec-

tion 7.6.4 is a framework as shown in Fig. 7.4, that

includes “Knowledge Storage AI database (KSAID),”

where clinical information is stored as related information

as “(Cause Effect),” that is, “(disease symptoms),”

“(disease causes),” “(disease diagnosis),” “(disease

treatments),” etc. as explained in the example in that

section. Use “Cognitive Computing” based on the four

approaches of “Metaphoric reasoning-causal arguments

(Cause Effect)”: “Inference of abduction” based on pat-

terns “IF/THEN/THEREFORE,” “Backward-chaining” as

a “Query-Driven” using an “AND-OR” search through

the space of explanations, “Paradigm case-based” as case

representations to reach explanations, and “Generative

metric” based on query human inferences.

Dataset

The datasets for each specific approach can be built

for each kind of approaches, and can be used to train and

validate the “AI models,” to be used to predict the

answers for the different tests needed under cognitive

computing methods

To be define for assigned research team.

Procedure

To be define for assigned research team.

Conclusions

To be obtained after the procedures and tests

Recommendation

To be analyzed after results for the assigned research

team.

7.8.3 Challenge research project # 3:

“Metaphoric reasoning for clinical diagnosis

using Cognitive Learning and Reasoning applying

Cognitive Computing”

Case for research

Obtain “AI model to analysis metaphoric reasoning-

causal arguments under Metaphorical inference reason-

ing for clinical diagnosis applied to neurologic disease

using Cognitive Learning and Reasoning applying

Cognitive Computing”

Cognitive learning and reasoning models applied to biomedical engineering Chapter | 7 669



General Objective

Obtain “AI model to analysis metaphoric reasoning

for clinical diagnosis for a Parkinson’s diseases and

Parkinsonism using Cognitive Computing based on

approaches of Metaphorical inference reasoning-causal

arguments (Cause Effect)” based on: signs and symp-

toms, medical history reviewed by neurologist, and physi-

cal examination.

Specific Objectives

� Concentrate current information needed at

“Knowledge Storage AI Database (KSAIDB)” as

explained in section 7.2 about Parkinson’s diseases

and Parkinsonism
� Apply “Metaphorical inference reasoning” using the

four-stage process: “Recalling,” “Mapping,”

“Testing,” and “Recurrences” as explained at

section 7.6.6
� Find “reusable rules” for similarities between “neuro-

logic diseases” as “Parkinson’s diseases and

Parkinsonism”
� Obtain an “AI model” from train datasets and validate

datasets to analysis “metaphoric reasoning” in clinical

diagnosis based on similarities between two neuro-

logic diseases
� Test the “AI Model” obtained with other examples on

similarities between two neurologic diseases

Background

“Parkinson’s Disease (PD)” is a progressive neurode-

generative disease producing “neuronal cell death,” pre-

senting “loss of dopamine production in the brain area”

known as “substancia nigra,” altering the “central ner-

vous system (CNS),” and affecting the regulation of the

“human movements and emotions.” The exact cause of

this damage is still unknown, and currently there is no

cure for “Parkinson’s disease.” “PD” is a form of extra-

pyramidal disorders that affects movements disorder

caused by damage to the “extrapyramidal tract,” a net-

work of nerves that controls movements [51]. “PD” signs

and symptoms can be different for everyone. Symptoms

often begin on one side of your body and usually remain

worse on that side, even after symptoms begin to affect

both sides. These signs and symptoms may include:

“tremor,” “slowed movement (bradykinesia),” “rigid mus-

cles,” “impaired posture and balance,” “loss of automatic

movements,” “speech changes,” “writing changes,” and

others.

“Parkinsonism” is a general term that refers to a group

of neurological disorders that cause movement problems

similar to those seen in “Parkinson’s disease” such as

“tremor,” “slow movement,” “impaired speech,” or “mus-

cle stiffness” especially resulting from the “loss of

dopamine-containing nerve cells (neurons)” [52]. There

are many other causes of “parkinsonism” including:

“Medications,” “Repeated head trauma,” “Certain neuro-

degenerative disorders,” “Exposure to toxins,” “Certain

brain lesions,” “Metabolic and other disorders,” and

others.

Not everyone who has “Parkinsonism” has

“Parkinson’s disease.” There is overlap in treatment for

“Parkinson’s and parkinsonisms.” “Dopaminergic ther-

apy” is typically the first line treatment for Parkinson’s,

and also can be effective in some “parkinsonisms” [53].

It is important to know that many people will not

exhibit the cardinal symptoms necessary for a diagnosis

of a specific disorder and will simply be labeled as “par-

kinsonism.” Under the category of “parkinsonism” there

are a number of disorders, some of which have yet to be

clearly defined or named.

Early in the disease process, it is often hard to know

whether a person has “idiopathic (unknown origins)

Parkinson’s disease” or a syndrome that mimics it.

“Parkinsonism” is also known as “atypical Parkinson’s

disease,” represent about 10%�15% of all diagnosed

cases of “parkinsonism.” These syndromes “tend to prog-

ress more rapidly than Parkinson’s,” present with addi-

tional symptoms such as “early falling,” “dementia” or

“hallucinations,” and “do not respond or respond only for

a short time to levodopa therapy.”

Dataset

To be define for assigned research team.

Procedure

To be define for assigned research team.

Conclusions

To be obtained after the procedures and tests

Recommendation

To be analyzed after results for the assigned research

team.

7.8.4 Challenge research project # 4 “Neurologic

� evaluating anxiety in neurologic diseases using

Cognitive Therapy Theory using Cognitive

Learning and Reasoning with Cognitive

Computing”

Case for research

“Neurologic � evaluating anxiety in neurologic dis-

eases using Cognitive Therapy Theory applying Cognitive

Learning and Reasoning with Cognitive Computing

models”

General Objective
Obtain an “AI model” to classify the level of “anxiety”

based on generations of thoughts arguments that increase

“anxiety” in patients with and without neurologic disease

analyzing their answers applying cognitive therapy tests, to

obtain an anxiety score, and if it is possible correlate with

detection and measurements of brain areas activities with

670 Applied Biomedical Engineering Using Artificial Intelligence and Cognitive Models



Biomedical images using “neuroscience of reasoning”

methods, to obtain a “Cognitive Computing Model” to be

integrated in the “AI and Cognitive Computing Agents

System (AI-CCAS) framework.” as shown in Fig. 7.1

Specific Objectives

� Develop new datasets for “Cognitive Therapy tests,”

with patterns that can be detected by “AI models,” as

explained in section 7.6.8 or apply the exiting special-

ized test [54�56], and many more
� Apply “Natural Language Processing” methods as:

Word Embedding, preprocessing of text etc.
� Define a custom “Convolutional Neural Network for

NLP classification,” and “other Deep Learning models

to process images of brain activity”
� Training the “AI models”
� Evaluate the answer using the “AI models” comparing

results with health people and neurologic diseases

patients

Note*: Synchronizing the application in real time

images with the using “Cognitive Therapy Theory to test

Cognitive Computing Model”

Background

Cognitive Therapy Theory (CTT)” is based on the

“cognitive model,” which states that thoughts, feelings

and behavior are all connected, and that individuals can

move toward overcoming difficulties, and meeting their

goals by identifying and changing unhelpful or inaccurate

thinking, problematic behavior, and distressing emotional

responses. In general term “CITT” is based that the root

cause of why most people experience “anxiety is due to

thoughts and not the situation.” Nevertheless, millions of

people with anxiety have physical symptoms as: tingling

hands and feet, nerve pains, lightheadedness/dizziness,

headaches, vision problems, fatigue, memory loss, confu-

sion, etc., these resemble neurologic diseases such as:

“Multiple Sclerosis,” “Brain Tumors,” “Lyme Diseases,”

and others. Unfortunately, there is not a simple way to

detect the difference between suffering from anxiety or

having a neurologic disorder.

Some example of a “Cognitive behavioral theory anxi-

ety tests” are:

� Situation: You are stuck in heavy traffic going to the

office

� Thought 1: You are going to be late as sometimes hap-

pen and your boss is always pressuring to be on time

� Thought 2: “I have to call my boss, and explain let

him know what is happening”

� Thought 3: “I have to look for an alternative route to

save time”

� Thought 4: “I cannot believe it, it is happening again,

I’m going to lose my job!”

� Many other thoughts

Analyze answer as:

� “Is this thought logical?”
� “Is this thought rational?”
� “Are there a way other people might see and think about

this same event that is different than how I’m seeing it?”
� Many others alternative to diminish the “anxiety.”

Some researchers have focus in determine:

� The effect of cognitive behavioral therapy in the in the

management of depression in type 2 DM patients [57].
� Examined fidelity measurement for “cognitive proces-

sing therapy (CPT) for posttraumatic stress disorder

(PTSD)” [58].
� Parkinson’s Disease and Bilateral Subthalamic Nuclei

Deep Brain Stimulation: Beneficial Effects of

Preoperative Cognitive Restructuration Therapy on

Postoperative Social Adjustment [59]
� Cognitive behavioral therapy for depression and anxi-

ety of Parkinson’s disease: A systematic review and

meta-analysis [60]
� And many others.

Dataset

To be define for assigned research team.

Procedure

To be define for assigned research team.

Conclusions

To be obtained after the procedures and tests

Recommendation
To be analyzed after results for the assigned research team.

7.8.5 Challenge research project # 5: Analyze

Neurologic opinion words with positive and

negative frequently used to describe patient’s

behavior with the symptoms labeled”

Hint: See introduction to the research project see research

project 7.3

Case for research
Obtain “AI Models” to “analyze neurologic opinion

words to be classified with positive and negative frequently

used to describe patient’s behavior with the symptoms

labeled” applying “Cognitive Learning and its relationship

with neuroscience of reasoning proposed as Cognitive

Learning- Reasoning (CL&R) using Cognitive Computing

(CC)” using the “AI and Cognitive Computing Agents

System (AI-CCAS) framework” as shown in Fig. 7.1

General Objective

Develop the necessary “AI-Models” based on the pos-

sibility of “creating specific Neurologic opinion words”

to be classify as positive and negative frequently used to

describe patient’s behavior with the symptoms labeled”

applying “Cognitive Learning and its relationship with
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neuroscience of reasoning proposed as Cognitive

Learning- Reasoning (CL&R) using Cognitive Computing

(CC)” using the “AI and Cognitive Computing Agents

System (AI-CCAS) framework.”

Specific Objectives
To be define for assigned research team.

Background

To be define for assigned research team.

Dataset

To be define for assigned research team.

Procedure

To be define for assigned research team.

Conclusions
To be define for assigned research team.

Recommendation

To be define for assigned research team.

7.8.6 Challenge research project # 6: “Classify

status of neurologic disease patients analyzing

their images, movements in real time video, and

speech

Case for research

Obtain “AI models to classify status of neurologic

patients analyzing their images, movements in real time

video, and speech” applying “Cognitive Learning and its

relationship with neuroscience of reasoning proposed as

Cognitive Learning- Reasoning (CL&R) using Cognitive

Computing (CC)” using the “AI and Cognitive Computing

Agents System (AI-CCAS) framework” as shown in Fig. 7.1

General Objective

� “AI model” for speech using NLP
� “AI model” for images using “ANN” as explained at

Chapter 5 Deep Learning Models Principles Applied

to Biomedical Engineering
� “AI model” for images using “ANN” as explained at

Chapter 6 Deep Learning Models Evolution Applied

to Biomedical Engineering

Specific Objectives

To be define for assigned research team.

Background

Read background of 7.7.3 Challenge research project

# 3: “Metaphoric reasoning for clinical diagnosis using

Cognitive Learning and Reasoning applying Cognitive

Computing”

To be define for assigned research team.

Hints:

1. Read Chapter 7 of my book: “Applied

Biomechatronics using mathematical models” [10]

2. For speech it is possible to analyze pitch and “Mel-

frequency cepstral coefficients (MFCC),”

3. For images and video analysis apply “ANN” models

studied in this book

Dataset

To be define for assigned research team.

Procedure

To be define for assigned research team.

Conclusions
To be define for assigned research team.

Recommendation

To be define for assigned research team.

7.8.7 Challenge research project # 7: “human

voice cognitive analysis for cognitive services as

voice therapy”

Case for research

Obtain “AI-Models” for the human voice cognitive

analysis for cognitive services as voice therapy, applying

“Cognitive Learning and its relationship with neurosci-

ence of reasoning proposed as Cognitive Learning-

Reasoning (CL&R) using Cognitive Computing (CC)”

using the “AI and Cognitive Computing Agents System

(AI-CCAS) framework” as shown in Fig. 7.1

General Objective

Develop “AI tools” for “Voice therapy,” that consists of

techniques and procedures that target vocal parameters,

such as vocal fold closure, pitch, volume, and quality. This

therapy is provided by “speech-language pathologists and

is primarily used to aid in the management of voice disor-

ders, or for altering the overall quality of voice, as in the

case of transgender voice therapy is a related field to alter

voice for the purpose of singing.” “Voice therapy” may

also serve to teach preventive measures such as vocal

hygiene and other safe speaking or singing practices.

Specific Objectives

To be define for assigned research team.

Background

The human voice reflects both physical and psychic

states and has the ability to convey both cognitive meaning

and affective expression simultaneously. It is our primary

mode of communication for both ideas and feelings and

can move us with words and beyond words. The purpose

and goals of voice therapy are to help in develop an aware-

ness of the “new” voice. Discern the “new” voice from the

“old” voice. Integrate this modified voice quality into con-

versational speech in an automatic and consistent manner,

without conscious use of the voice therapy technique.

Dataset

To be define for assigned research team.

Procedure

To be define for assigned research team.

Conclusions
To be define for assigned research team.

Recommendation

To be define for assigned research team.
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7.8.8 Challenge research project # 8: Cognitive

Behavioral Therapy

Case for research

Develop “AI models” to be used on “Cognitive

Behavioral Therapy” applying “Cognitive Learning and its

relationship with neuroscience of reasoning proposed as

Cognitive Learning- Reasoning (CL&R) using Cognitive

Computing (CC)” using the “AI and Cognitive Computing

Agents System (AI-CCAS) framework” as shown in Fig. 7.1

General Objective
Develop “AI applications” for “Cognitive behavioral

therapy (CBT),” as explain in section 7.8.4 is a psycho-social

intervention that aims to improve mental health. “CBT”

focuses on challenging and changing unhelpful

cognitive distortions and behaviors, improving emotional

regulation, and the development of personal coping strategies

that target solving current problems. Originally, it was

designed to treat depression, but its uses have been expanded

to include treatment of many mental health conditions,

including anxiety. “CBT” includes several cognitive or

behavior psychotherapies that treat defined psychopatholo-

gies using evidence-based techniques and strategies

Specific Objectives

To be define for assigned research team.

Background

To be define for assigned research team.

Dataset

To be define for assigned research team.

Procedure

To be define for assigned research team.

Conclusions

To be define for assigned research team.

Recommendation

To be define for assigned research team.

7.8.9 Challenge research project # 9:

detection of “prefatigue/fatigue by stress and

anxiety”

Case for research
Develop “AI models” to be used on “prefatigue/

fatigue” by stress and anxiety” applying “Cognitive

Learning and its relationship with neuroscience of rea-

soning proposed as Cognitive Learning- Reasoning

(CL&R) using Cognitive Computing (CC)” using the “AI

and Cognitive Computing Agents System (AI-CCAS)

framework” as shown in Fig. 7.1

General Objective
For example, on this “Coronavirus Pandemic”, that

has affected us on many fronts: health, economy, indepen-

dence, free movement, education, and many things.

In this research we could focus on something that affects

us all and if we do not recognize it, it will continue

to envelop and destroy one of the most precious things

in our lives our “human mind” through “prefatigue of

COVID-19.” Then is necessary to develop methods to

detect of “prefatigue/fatigue” by “prefatigue of COVID-

19.” applying “Cognitive Learning and its relationship

with neuroscience of reasoning proposed as Cognitive

Learning- Reasoning (CL&R) using Cognitive Computing

(CC)” see section 7.6.9

Specific Objectives

The detection of “prefatigue/fatigue” can be based of

“cognitive types” symptoms, that can be detected by

“Cognitive Learning- Reasoning (CL&R) using Cognitive

Computing (CC)” as:

� “Increases response time,”
� “Reduction of attention,”
� “Deteriorated memory,”
� “Withdrawn mood,”
� “Very poor decision-making,”
� “Slow reaction to changing situations,”
� “Failures of responses to an imminent conflict or

danger,”
� “Loss of situational consciousness,”
� “Frequent forgetfulness.”

Background

“Fatigue” is a term to describe a general feeling of

tiredness or lack of energy. This happens when there is no

longer motivation and no energy, the most common

symptom is to be “sleepy during our daily activities.”

And this is a common symptom of “many medical condi-

tions with a medium to high severity range” such as:

insomnia, arthritis, fibromyalgia, hypothyroidism or

hyperthyroidism, diabetes, kidney or liver disease, chronic

pulmonary obstruction, autoimmune disorders, affected

mental conditions, and many more as infections caused

by cold, flu and/or viruses. Precisely on the concept of

“prefatigue” which these days is very often associated

with the “COVID-19” and our “immune system.” The

“prefatigue” gradually is developed based on three stages:

“transitional,” “circadian,” and “acute fatigue.” Where:

� “Transitional” as a “prefatigue” result of a little sleep

restriction based on extended hours of sleep restriction

within a range of 1 or 2 days.

� “Circadian” as an “acute prefatigue” by reducing

sleeping hours during a particular “circadian window

of our natural biological internal body clock cycle,”

which is typically affected by not sleeping the period.

When they have already passed sleeping “phase 1”

and “phase 2” of our “light dreams” where we can

wake up very easily, these phases because our sleep

just revitalize our “daily tiredness,” but if we cannot
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continue sleeping to “phase 3” and “phase 4” of our

necessary “deep sleep,” where if they sleep are wake

up they show a “deteriorated cognitive system” known

as “inertia sleep” with an average duration from 15 to

30 minutes. And more cognitive problems occur if we

cannot not reach “phase 5” associated with high brain

activity known as “dreaming” or “REM.” At this time,

a lot of brain activation is detected to process all the

day’s information in parts of the brain: “temporary

superior gyri,” “previous cingulate,” “insular corti-

ces,” and the “thalamus.”

� “Acute fatigue” as a “complete acute fatigue” due to

repeated restriction of accumulated hours of not get-

ting enough sleep over a series of days

“Prefatigue/fatigue” damage

This whole process begins as an affectation and destruc-

tion of the nervous system, in the medium and long term that

needs to be taken care of “effects due to specific causes,” as:

� “Mental attitude causes stress,”
� “Physical reaction causes anxiety,”
� “Nervous system damage and its consequences cause

panic or fear.”
� “Permanent nerve affects” that affects the best weapon

our body must fight the viruses, bacteria and infections

causes “our immune system be debilitated” and give

free entry to the destructive COVID-19.

Dataset

To be define for assigned research team.

Procedure
To be define for assigned research team.

Conclusions

To be define for assigned research team.

Recommendation

To be define for assigned research team.

7.8.10 Top Challenge research project # 10

building a Cognitive health Dashboard

Case for research

Develop a “dashboard” to handle the “AI and

Cognitive Computing Agents System (AI-CCAS) frame-

work” as shown at Fig. 7.1 by voice commands or text to

give orders to process the information using different “AI

Model and query results by speech orders”

General Objective
Develop a “dashboard” to handle the “AI and

Cognitive Computing Agents System (AI-CCAS) frame-

work” by voice commands and/or text to give orders to

process the information using different “AI Model and

query results by speech orders” as explained on this chap-

ter and using all the methodologies explained in this book.

Specific Objectives

To be define for assigned research team.

Background

To be define for assigned research team.

Dataset
To be define for assigned research team.

Procedure

To be define for assigned research team.

Conclusions

To be define for assigned research team.

Recommendation

To be define for assigned research team.

Other Challenges research project applying “Cognitive

Learning and its relationship with neuroscience of reasoning

proposed as Cognitive Learning-Reasoning (CL&R) using

Cognitive Computing (CC)” using the “AI and Cognitive

Computing Agents System (AI-CCAS) framework,” will be

posted and updated on my site http://www.garzaulloa.org
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