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Dedication

Every human is unique, and their health and well-being must be assured with self-care under the supervision of healthcare pro-
fessionals who now have easy access to use Biomedical engineering tools based on artificial intelligence models for better
understanding of day-to-day pattern changes in their patients, and obtain measurable values for more precise feedback and rec-
ommend appropriate advice and support for staying healthy.

This book is dedicated to all those who face human illness, diseases, and disorders. These three can be defined as
follows:

® Human illness is defined as body damage that needs to be cured such as infections, injuries, cells degeneration.

® Human diseases can be defined as states or reactions that must be managed, for example, pain, discomfort, weak-
ness, and fatigue, and

® Human disorders can be defined as function abnormalities that must be treated such as physical, mental, genetic,
emotional/behavioral, and functionals.

The complexity for the kind of analysis needed is bondless and can only be analyzed through the combination of
multidisciplinary sciences such as Biomedical Engineering, Cognitive Science, and Computer science and applying dif-
ferent Artificial Intelligent and cognitive models.

Helping to find better solutions that affect human health,
so that all can have a better, more productively, and enjoyable world!

Jorge Garza-Ulloa



This page intentionally left blank



Contents

About the author xi 1.6.4 Cognitive computing applying Al
Foreword xiii technologies 29
Preface XV 1.6.5 Cognitive model obtainment 30
Acknowledgment Xix 1.6.6 Inference engine 31
1.7 Neuroscience, cognitive science,
. . . . and Al models 31
1. Blome.dlcal engl.n.e.erlr‘]g an.d the 1.7.1 The near future of neuroscience,
evolution of artificial intelligence 1 cognitive science, and AI-ML-DL-CC 34
1.1 Introduction 1 References 35
1.2 Biomedical engineering 2
1.2.1 Main purposes of Al in biomedical
engineering o ~ 2 2. Introduction to cognitive science,
1.2.2 Al ar.ld blomedl.cal engineering help in cognitive computing, and human
] . Mmedical education 3 cognitive relation to help in the
.3 Artificial intelligence 4 . e ey .
1.3.1 Turing testTuring machine 4 S(.)Iutlon. of artlf!aal |pteII|gence
1.3.2 Basic types of Al systems based on blomedlcal. engineering problems 39
capabilities 5 2.1 Intr.oducpon 39
1.3.3 Basic types of Al systems based on 2.2 Brain, spinal cord, and nerves . . 40
functionality v 2.3 Neurons and neural path\{vays in cognition 41
1.3.4 Al technology evolution 8 2.3.1 Neurons and cognition 41
1.3.5 Al'in industries 10 2.3.2 Neural pathway and cognition 43
1.4 Machine learning 11 2.3.3 Dopamine pathways and cognition 44
1.4.1 ML seven specific steps 11 2.4 Cognitive science 45
1.5 Deep learning 16 2.5 Natural Language Processing 48
1.5.1 Difference between deep learning and 2.5.1 Step 1) Reading dataset for NLP 49
machine learning 16 2.5.2 Step 2) Preprocessing text for NLP 49
1.5.2 Types of artificial neural networks 17 2.5.3 Step 3) Data vectorization in NLP 49
1.5.3 Feed forward neural network 18 2.5.4 Step 4) Feature engineering in NLP 50
1.5.4 Backpropagation neural network 20 2.5.5 Step 5) ML model selection for NLP 50
1.5.5 Recurrent neural networks 22 2.6 MATLAB™ toolboxes solution for natural
1.5.6 Memory augmented neural networks 25 language processing 50
1.5.7 Modular neural networks 25 2.6.1 Natural Language Processing
1.5.8 Evolutionary deep neural networks 26 applications with MATLAB 51
1.6 Cogpnitive science 27 2.6.2 “NLP Topic Models” with MATLAB 52
1.6.1 Cognitive computing 28 2.6.3 “NLP audio files” with MATLAB 57
1.6.2 Signal recognition instruments 29 2.6.4 “NLP Text to Speech” using MATLAB 58
1.6.3 Cognitive detection of human-like 2.6.5 “NLP Speech to Text” with MATLAB
abilities 29 and /IBM Cloud API 60

vii



viii

Contents

2.7 Cloud service and Al 76
2.7.1 Cloud service providers and Al 76
2.8 IBM Cloud, IBM Watson, and Cognitive
apps 77
2.8.1 1BM Cloud solution for natural
language processing 78
2.8.2 IBM Cloud exercise to create APls
for NLP applications 78

2.9 The future of the relationship between
cognitive science, cognitive computing, and

human cognition 110
References 110
Further reading 111

. Artificial intelligence models

applied to biomedical engineering 113
3.1 Introduction artificial intelligence and

biomedical engineering 113
3.2 Al optimization in biomedical

engineering 114
3.3 Evolutionary algorithms for

Al optimization in BME 115

3.3.1 A typical evolutionary algorithm 116

3.3.2 Genetic algorithms for

Al optimization in BME 118

3.3.3 Genetic algorithm for

Al optimization in BME under

MATLAB® 120
3.3.4 General analysis and optimization of

2D and 3D data in biomedical

engineering 121
3.3.5 MATLAB analysis and optimization of

“2D” data in biomedical

engineering 124
3.3.6 MATLAB analysis and optimization

of 3D data in biomedical

engineering 126
3.4 IBM watson studio for artificial
intelligence 134
3.4.1 IBM SPSS Modeler Flow 136
3.4.2 IBM Watson using SPSS Modeler
Flow for general dataset analysis 138

3.5 Examples of applications of evolutionary
algorithms with other Al tools in
biomedical engineering 170
References 172

Machine learning models applied to

biomedical engineering 175
4.1 Introduction 175
4.2 Choosing the best ML model 175

4.2.1 Unsupervised learning 176
4.2.2 Supervised learning 176
4.2.3 Reinforcement learning 177

4.2.4 Survival models 178
4.2.5 Association Rules 178
4.3 ML clusters, classification, and regression
models 179
4.4 Naive Bayes family models for supervised
learning 180

4.4.1 Models: Gaussian Naive Bayes,
multinomial Naive Bayes, Bernoulli
Naive Bayes, Kernel Naive Bayes 181
4.5 k-Nearest neighbor family models for
supervised learning 181
4.5.1 Family models: fine kNN,
medium kNN, coarse kNN,
cosine kNN, cubic kNN, and

weighted kNN 181
4.6 Decision trees family models for
supervised learning 182

4.6.1 Family models: fine decision tree,
medium decision tree, and coarse

decision tree 182
4.7 Support vector machine family
members 183

4.7.1 Family models: linear SVM, fine
Gaussian SVM, medium Gaussian
SVM, coarse Gaussian SVM,
quadratic SVM, and cubic SVM 183
4.8 Artificial neural network family models 184
4.8.1 Feed forward neural network family
models: perceptron, multilayer
perceptron, radial basis network,
probabilistic neural network,

extreme learning machine 184
4.8.2 Backpropagation neural networks 185
4.9 Discriminant analysis family models 185

4.9.1 Family models: linear discriminant
analysis, quadratic discriminant

analysis 185

4.10 Logistic regression classifier 186
4.10.1 Family models “logistic

regression” 186

4.11 Ensemble classifiers family models 186

4.11.1 Models: AdaBoost, RUSBoost,
Subspace kNN, Random Forrest,
Subspace discriminant 186
4.12 IBM ML Solution: IBM Watson SPSS 187
4.12.1 SPSS Modeler flows > Modeling 187
4.12.2 SPSS Modeler flows > Output 189
References 333
Further reading 334

. Deep learning models principles

applied to biomedical engineering 335
5.1 Deep learning based on artificial neural
networks 335

5.2 Feed forward neural networks types 336



Contents  ix

5.2.1 Perceptron (P) or single-layer 6.2.1 Recurrent Neural Network vanilla 509
perceptron network 337 6.2.2 Long/short-term memory 511
5.2.2 Multilayer perceptron 338 6.2.3 Gated recurrent unit networks 512
5.2.3 Radial basis function network 340 6.2.4 Recurrent convolutional neural
5.2.4 Probabilistic neural network 342 networks 536
5.2.5 Extreme Learning Machine 343 6.2.5 Regional-Convolutional Neural
5.3 Shallow neural network 346 Network Object detection in Al
5.3.1 Research 5.1 Feed Forward Neural models 536
Network to Analyze “Human Body 6.2.6 Hopfield Network 554
Fat” 346 6.2.7 Boltzmann Machine 561
5.3.2 Research 52 Neural Network for 6.2.8 Restricted Boltzmann Machine 562
clustering based on “Self-Organizing MAP 6.2.9 Liquid State Machine 569
through a Shallow Neural Network” to 6.2.10 Echo State Network 570
analyze Surface Electromyography 6.2.11 Korhonen Network 580
signals 370 6.3 Memory augmented neural networks
5.3.3 Research 5.3 Neural Network for types 581
Dynamic Time series based on a 6.3.1 Neural Turing machine 581
“NARX is a nonlinear autoregressive 6.3.2 Differentiable Neural Computers 583
exogenous model” to analyze vertical 6.4 Modular Neural Networks types 592
Ground Reaction Forces signals 389 6.4.1 Deep Belief Network 592
5.4 Backpropagation neural networks types 411 6.5 Evolutionary Deep Neural Networks
5.4.1 Auto Encoder 411 types 601
5.4.2 Variational Auto Encoder 413 6.5.1 Capsule Networks 601
5.4.3 Denoising Auto Encoder 414 6.5.2 Attention networks 603
5.4.4 Sparse Auto Encoder and stacked auto References . 604
d 415 Further reading 607
encoders
5.4.5 Deep Convolution Network or
ConvNet 437 . . .
5.4.6 Deconvolutional network 43 7. Cognitive learning and reasoning
5.4.7 Deep Convolutional Inverse Graphics models applied to biomedical
Network 439 engineering 609
5.4.8 Generative Adversarial Network 439 7.1 Introduction 609
5.4.9 Deep Residual Network or Deep 7.2 Artificial intelligence and Cognitive
ResNet 440 Computing Agents System (Al-CCAS) 609
5.5 Transfer learning from pretrained deep 7.3 Inference engine and research example 612
learning networks 442 7.3.1 Research 7.1 612
5.5.1 Research 5.5 “Pretrained Deep 7.3.2 Research 7.2 615
Convolutional Neural Network to obtain 7.4 Action generation 627
an Al model to classify Mammograms 7.5 Busin(.ess intelligence. in healt.hcare. 627
standard views types” 443 7.6 Learning and reasoning relationship of

biomedical engineering, cognitive science,

5.5.2 Research 5.6 modify a “Pretrained Deep and computer science through artificial

Convolutional Neural Network” to obtain

. intelligent models 629

ah Al model to “classify Mammograms. ) 7.6.1 Cognitive learning and reasoning 629

view type and suggest breast abnormalities 7.6.2 Deductive reasoning 630

as possible breast tumor” . 461 7.6.3 Inductive reasoning 630

5.5.3 Research 5.7 ”CL,I,SIOITI Dgep Convolutional 7.6.4 Abductive reasoning 631
/\/eurall l\/etwqu to obtam an Al model to 7.6.5 Abductive reasoning for medical

“classify Cervical X-rays view types” 482 diagnosis 634

References 505 7.6.6 Metaphoric reasoning 635
7.6.7 Neuro-Fuzzy logic reasoning as

6. Deep learning models evolution applied cognitive reasoning 636

to biomedical engineering 509 7.6.8 Visuospatial relational reasoning 639

6.1 Deep learning models evolution 509 7.6.9 Cognitive learning and relationship

6.2 Recurrent neural networks types 509 with neuroscience of reasoning 640



X

Contents

7.7 Cognitive Learning and Reasoning research

7.8

example applying Al-CCAS framework 640
7.7.1 Research 7.3 641
7.7.2 Research 7.4 653
7.7.3 Research 7.5 661
Challenge research for “Applied Biomedical

Engineering using Artificial Intelligence and

Cognitive Models” 667

7.8.1

7.8.2

7.8.3

7.8.4

Challenge research project # 1:
“Inductive Reasoning Al evaluation test
for neurologic diseases patients under
Cognitive Learning and Reasoning
applying Cognitive Computing”
Challenge research project # 2:
“Abducting Reasoning using Al
evaluation tests for patients under
Cognitive Learning and Reasoning
applying Cognitive Computing”
Challenge research project # 3:
“Metaphoric reasoning for clinical
diagnosis using Cognitive Learning and
Reasoning applying Cognitive
Computing”

Challenge research project # 4
“Neurologic — evaluating anxiety in
neurologic diseases using Cognitive
Therapy Theory using Cognitive Learning

667

669

669

7.8.5

7.8.6

and Reasoning with Cognitive
Computing” 670
Challenge research project # 5: Analyze
Neurologic opinion words with positive
and negative frequently used to describe
patient’s behavior with the symptoms
labeled”

Challenge research project # 6:
“Classify status of neurologic disease
patients analyzing their images,
movements in real time video, and

671

speech 672
7.8.7 Challenge research project # 7:
“human voice cognitive analysis for
cognitive services as voice
therapy” 672
7.8.8 Challenge research project # 8:
Cognitive Behavioral Therapy 673
7.8.9 Challenge research project # 9:
detection of “prefatigue/fatigue
by stress and anxiety” 673
7.8.10 Top Challenge research project # 10
building a Cognitive health
Dashboard 674
References 674
Further Reading 676

Index

677



About the author

CEO/Director
Research Consulting Services at http://www.garzaulloa.

Jorge Garza-Ulloa, of Garzaulloa
org/. He graduated from the doctoral program in
Electrical & Computer Engineering at the University of
Texas at El Paso (UTEP) in May 2013. He received his
Master of Science degree in electrical and computer engi-
neering in 1980 from the University of Massachusetts at
Ambherst. Dr. Garza-Ulloa has been the recipient of
numerous honors and awards including a University of
Texas at El Paso Graduate School Research Award,
Research Schellenberg Foundation, Stern Foundation,
Elsevier grants, and others. Dr. Garza-Ulloa is currently
teaching at the University of Texas at El Paso, United
States and continues his Biomedical Engineering research
at Research Consultant Services at El Paso, Texas, United
States.

Dr. Garza-Ulloa is the author of the textbook/research
books:

® Applied Biomedical Engineering Using Al and
Cognitive Models (Elsevier 2021), which focuses on
the relationships between three different multidisci-
pline engineering branches: Biomedical Engineering,
Cognitive Science and Computer science through
Artificial Intelligent models to study how the mental
process of the information during cognition when
“human illness, diseases, and disorders,” especially
neurologic diseases, are present in the human body
and

® Applied Biomechatronics Using Mathematical Models
(Elsevier 2018) with the goal of developing biomedi-
cal solutions for degenerative disease and injuries, that
affect the human movements based on the mathemati-
cal modeling of human kinematics and kinetics to ana-
lyze motor-symptoms.

Dr. Garza-Ulloa has published his research in interna-
tional journals including

® Update on Parkinson’s Disease at American Journal
of Biomedical Science & Research (2019);

® Theory of Stress-Anxiety-Sleep Disorders-Neural
Damage Cyclic Chain and the Progression of
Parkinson’s Disease at the American Journal of
Biomedical Science & Research (2019);

® A Parkinson’s disease journey from patient side view
at American Journal of Biomedical Science &
Research (2019);

® Assessment and evaluation of the dynamic behavior of
muscles with special reference to subjects with
Diabetes Mellitus, Dr. Garza-Ulloa dissertation super-
vised by Dr. Thompson Sarkodie-Gyan (2013);

® A Novel Mathematical Model for the Validation of the
Ground Reaction Force Sensor in Human Gait
Analysis at Journal Measurement Elsevier (2012);

® A novelty mathematical model to predict Transition-
to-Fatigue during isometric exercise on muscles of the
lower extremities at Engineering Supplement: World
Congress on Engineering and Technology (2012);

® The Development/Design Theory and Methodology
Model for Mechatronics at International conference
meeting: ASEE Annual Conference (2012); and
others.

He has founded three international technologies
research consulting companies and has been a leader in
developing new specialized solutions in multidisciplinary
fields.

xi



This page intentionally left blank



Foreword

This book focuses on the relationships between three dif-
ferent multidisciplinary engineering branches: Biomedical
Engineering, Cognitive Science, and Computer Science
through different Artificial Intelligence models in order to
analyze human illness, diseases, and disorders, with spe-
cial emphasis on the mental processes of the information

during cognition when disorders of neurologic diseases
are present in the human body, with the purpose of evalu-
ating their nonmotors symptoms that will help find solu-
tions for treatments, follow-ups, and, as a consequence,
improve their quality of life.

Jorge Garza-Ulloa
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Preface

This book Applied Biomedical Engineering Using
Artificial Intelligence and Cognitive Models aims to help
people understand the importance of applying artificial
intelligence (AI) and cognitive models following the
development of mathematical models to be applied to
many illnesses, diseases, and injuries with a special focus
on nonmotor aspects of neurologic disease process using
a biomedical engineering dataset to be analyzed, pro-
cessed, classified, and predicted and obtain many Al mod-
els to help in the developing of solutions that can be
implemented in a standalone way or in revolutionaries
new frameworks as the Proposed General Architecture
Jframework of a Cognitive Computing Agents System (Al-
CCAS) with special emphasis in their relationship with
neuroscience of reasoning based on Cognitive Learning
and Reasoning (CL&R) using Cognitive Computing (CC).

This book has seven chapters, covering the following
topics:

Chapter 1, Biomedical Engineering and the
Evolution of Artificial Intelligence

A study of the interactions on different injuries, ill-
nesses, and diseases with special emphasis in Neurology
with Cognitive Science in Biomedical Engineering solu-
tions based on the evolution of Al through machine learn-
ing (ML), deep learning (DL), and CC. Provides an
introduction to the general framework architecture for Al-
CC Agent Systems (AI-CCAS) to help in the detection of
cognitive human-like abilities with the objective of devel-
oping Al methods for medicine and healthcare through
the analysis of numeric data, images, speech, and text to
help in the detection and diagnosis of illness or determine
health conditions, with special emphasis on neurologic
diseases.

Chapter 2, Introduction to Cognitive Science,
Cognitive Computing, and Human Cognitive Relation to
Help in the solution of Al Biomedical Engineering
Problems

Provides an introduction for the analysis of bodily
injuries, diseases, and neurological disorders separated

basically as motors symptoms (related to movement disor-
ders) and nonmotor symptoms (related to cognition and
not related to movement disorders). “Human Cognitive
Developmental Stages” and their relation to neurons and
neural pathways. These include Cognition and its integra-
tion with multidiscipline sciences, Natural Language
Processing applications, NLP Text to speech, NLP
Speech to Text, Audio Labeler for ML, and NLP analysis
for Sentiment, Emotion, Keywords, Entities, Categories,
Concept and Semantic Roles with MATLAB® and API
as a set of functions and procedures allowing the creation
of applications that access the features or data of an oper-
ating system, application, or other services through IBM
Cloud services.

Some examples and exercises for NLP Topics are in
this chapter:

® Theorical example of Bag of words NLP method (see
example 2.1)

® NLP Topic Models between a blog with a patient with
neurologic disease and a researcher (see Research
2.1)

® NLP audio files with MATLAB (see example in
Section 2.6.3)

® NLP Text to Speech using MATLAB (see example in
Section 2.6.4)

® NLP text to Speech as action generation using
MATLAB (see example in Research 2.3)

® NLP text to Speech as action generation using
MATLAB and IBM Cloud API (see example in
Research 2.4)

® (Creating more IBM Cloud API services and testing
them using from command lines with curl as an open
software (see example at Research 2.5)

® And others

Chapter 3, Artificial Intelligence Models Applied to
Biomedical Engineering

Provides an introduction for applying Al algorithms to
resolve biomedical engineering problems through

XV
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evolutionary algorithms using the evolution of the spe-
cies, trying to emulate the natural evolution as Genetic
Algorithms, Swarm Algorithms, traditional search meth-
ods, optimization of numeric value problems in 2D and
3D, visual analysis of Biomedical Engineering datasets of
different diseases from different Bioinstruments to ana-
lyze the relationship between their attributes and applying
Al tools.

Examples and tutorials in MATLAB and IBM Watson
Studio SPSS Model Flow as

® Genetic Algorithm to deduct items in a bag from a list
that recommends taking to the hospital when a patient
will stay for a month (see example in Research 3.1
and 3.2)

® Analysis and optimization of 2D data values from
Body measurement of nerve contractions applying
MATLAB (see example in Research 3.3)

® Analysis and optimization of 3D data values from the
center of mass of an upper extremity—right arm move-
ment from a patient applying MATLAB (see example
in Research 3.4)

® Diabetes analysis using IBM Watson using SPSS
Modeler Flow (see example in Research 3.5)

® And others

Chapter 4, Machine Learning Models Applied to
Biomedical Engineering

ML is presented as a subset of Al following the steps
to obtain a prediction model based on pattern recognition
in data using clustering, classifiers, and regression mod-
els. Advice was given as to how to follow, select, find,
and implement the best ML models, according to the type
of ML problem. Generally, this can be unsupervised
learning, supervised learning, reinforcement learning, sur-
vival models, association rules, and others. A study is pre-
sented of different the ML Models Families applying
IBM Watson SPSS Modeler Flow/IBM Watson Machine
Learning applications and MATLAB ML solution under
the Statistics and Machine Learning Toolbox with
research tutorial examples to analyses and obtain predic-
tion models for different biomedical datasets as:

® K-Means ML Model for Diabetes using IBM Watson
SPSS Modeler Flow (see example in Research 4.1)

® Decision Tree ML Model for Heart disease using IBM
Watson SPSS Modeler Flow (see Research Tutorial
4.2)

® Kidney disease ML Auto Classifiers Models and
deploy the best model using IBM Watson SPSS
Modeler Flow (see Research Tutorial 4.3)

® Breast cancer ML model and deploy the best model
using IBM Watson AutoAl experimenter (see
Research Tutorial 4.4)

® And others

Chapter 5, Deep Learning Models Principles Applied
to Biomedical Engineering

The underlying principle of DL is composed of neural
networks inspired by the biological elements that form
the human brain, as a collection of nodes emulating brain
neurons, and their neuronal synapse connections as pri-
mary elements of a net, that combined form mid-level ele-
ments identified as artificial neural networks (ANNS),
which in turn are combined with different architectures to
form more complex networks. In this book, ANN is orga-
nized based on their architectural type, and the way of
their different components are connected to define the
specific learning goal as different types as Feed Forward
Neural Network, Backpropagation Neural Networks,
Recurrent Neural Networks, Memory Augmented Neural
Networks, Modular Neural Networks, and Evolutionary
Neural Networks.

The first two ANN types studied in this chapter are
Perceptron (P), Multi-Layer Perceptron’s (MLP), Radial
Basis Function Network (RBF), Probabilistic Neural net-
work (PNN), Extreme Learning Machine (ELM), Auto
Encoders (AE), Variational Auto Encoder (VAE), Denoising
Auto Encoder (DAE), Sparse Auto Encoder (SAE) &
Stacked Auto Encoders, Deep Convolution Network (DCN),
Deconvolutional Network (DN), Deep Convolutional
Inverse  Graphics Network (DCIGN), Generative
Adversarial Network (GAN), Deep Residual Network
(DRN), plus family nets under Shallow Neural Network, and
the special kind of net learning known as Transfer Learning
from Pretrained Deep Learning Networks.

All based on examples and practical research on
Biomedical Engineering using existing Al fools from
MATLAB and IBM Watson Studio with research tutorial
examples to analyses and obtain prediction models for
different biomedical datasets as:

Blood pressure reading using MLP

Heart rhythm analysis using RFB

Types of flu classification using PNN

Diabetes value prediction using ELM

Human body fat estimation under FFN

Diabetes readings clustering for consecutives Vvisits

using Self-Organizing MAP (SOM)

® Ground reaction vertical forces using Neural Network
for Dynamic Time series (NARX)

® X-rays images reconstructions using AE

® C(lassify Mammograms standard views types under
Pretrained DCN

® (lassify Mammograms view type and suggest breast
abnormalities as possible breast tumor under modifi-
cation of a pretrained DCN

® C(lassify Cervical X-rays view types using a custom
DCN

® And many others



Chapter 6, Deep Learning Models Evolution Applied
to Biomedical Engineering

In this chapter, we focus on studying Deep Learning
Models Evolution that combine mid-level elements with
different connections. ANN forms more complex network
family types organized as Recurrent Neural Networks,
Memory Augmented Neural Networks, Modular Neural
Networks and Evolutionary Neural Networks.

The ANN studied in this chapter are Vanilla Recurrent

Neural Network (RNN), Long Short-Term Memory
(LSTM), Gated Recurrent Unit (GRU), Recurrent
Convolutional Neural Networks (RCNN), Regional-
Convolutional Neural Network (R-CNN), Hopfield

Network (HN), Boltzmann Machine (BM), Restricted
Boltzmann Machine (RBM), Liquid State Machine
(LSM), Echo State Network (ESN), Korhonen Network
(KN) also known as the Self-Organizing Map (SOM),
Neural Turning Machine (NTM), Differentiable Neural
Computers (DNC), Deep Belief Network (DBN), Capsule
Networks (CapsNet), Attention Network (AN), and
others.

Many research examples are explained to be applied
to Biomedical Engineering solutions as:

® Classify videos based on human body movements for
human falls detection using LSMT

® Classification for object detection of breast tumor in
mammogram using R-CNN

® Reconstruct noisy chest X-rays images using HN

® Reconstruct noisy chest X-rays images using RBM

® Differentiate normal and pneumonia on chest X-rays
using Reservoir Computing approach for a simulation
of LSM based on node-neurons from Spiking Neural
Networks (SNN)

® Analysis for COVID-19 respiratory transmission simu-
lation droplets/mini-droplets emissions simulating an
NTM based recursive function

® Analyze and differentiate normal and pneumonia chest
X-rays using DBN

® And many others

Chapter 7, Cognitive Learning and Reasoning
Models Applied to Biomedical Engineering

In this chapter, we will focus on many prestudies and
preanalyses of different Biomedical Engineering problems
that need to be developed with specialized research pro-
jects applying the CL&R algorithm, that can be integrated
into the Proposed General Architecture framework of a
Cognitive Computing Agents System (AI-CCAS) with
special emphasis of Cognitive Learning and its relation-
ship with the neuroscience of reasoning using CL&R
under CC. The complexity of the analysis needed is bond-
less, and only be analyzed through the multidisciplinary
sciences, where interactions of science as biomedical engi-
neering, neurology, cognitive sciences, and computer

Preface  xvii

science using tools with exponential technologies such as
Al and others through its continuous exponential evolution
that includes ML, DL, and CC. With the main purpose of
obtaining useful AI models that can help analyze human
health problems. Now is the time and place to apply them
and many others in research challenge projects.

The Al cognitive models to be used for the AI-CCAS
are studied in this chapter are: inference engine to extract
the information needed from knowledge storage Al stor-
age; Attention Network for NLP applying LSTM model
to process information extracted by the AI-CCAS infer-
ence engine; CL&R using deductive reasoning, inductive
reasoning, abductive reasoning, metaphoric reasoning,
neuro-fuzzy logic reasoning, visuospatial relational rea-
soning, inferences fuzzy systems for fuzzy reasoning,
cognitive sentiments analysis, reasoning evaluation for
neurologic diseases, and others.

Many research examples are explained to be applied
to Biomedical Engineering solutions for this chapter as:

® [Extract text information about COVID-19 (SARS-
COVS-2) symptoms to develop the phenomenon
fuzzy sets criteria to define the fuzzy input variables
needed for the appropriate fuzzy rules in the inference
engine

® C(lassify text of COVID-19 (SARS-COVS-2) symptoms
extracted from the AI-CCAS inference engine using
AN for NLP applying LSTM

® Abdominal body pain analysis to deduct cholecystitis
applying inductive reasoning—causal arguments—
inference of abduction

® Reasoning to be healthy applying abductive reason-
ing—causal arguments—backward chaining

® Deduct abnormal body temperatures applying abduc-
tive reasoning—causal arguments—paradigm case-
based

® Reasoning to deduct if the patient has u” or
“COVID-19” applying Abductive reasoning—Causal
arguments—Generative coherence metric

® The impossible of reasoning for medical diagnosis of
Parkinson’s disease applying Abductive Reasoning—
causal arguments (cause O effect)

® Metaphor inference reasoning to find behavior simi-
larities between cancer and COVID-19 by a metaphor

® Fuzzy Mamdani-type inference and/or Sugeno-type
inference for a liquid medicine for control cough in
patients

® Deductive reasoning evaluation for neurologic dis-
eases patients using NLP under CC

® Cognitive sentiments analysis for neurologic diseases
that affect mood changes applying NLP with CC
applying CNN-NLP model

® Linguistic Neuro-Fuzzing Modeling to analyze breast
cancer tumor

“«
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Challenge research project #6: Classify status of
neurologic disease patients analyzing their images,
movements in real-time video, and speech

® Challenge research to develop applications for
Applied Biomedical Engineering using Al and
Cognitive Models learned in this book

Challenge research project #1: Inductive Reasoning
Al evaluation test for neurologic diseases patients
under CL&R applying CC

Challenge research project #2: Abducting
Reasoning using Al evaluation tests for patients
under CL&R applying CC

Challenge research project #3: Metaphoric reason-
ing for clinical diagnosis using CL&R applying CC
Challenge research project #4: Neurologic — evalu-
ating anxiety in neurologic diseases using
Cognitive Therapy Theory using CL&R with CC
Challenge research project #5: Analyze Neurologic
opinion words with positive and negative fre-
quently used to describe patient’s behavior with
the symptoms labeled

Challenge research project #7: Human voice cogni-
tive analysis for cognitive services as voice therapy
Challenge research project #8:  Cognitive
Behavioral Therapy applying Cognitive Learning
and its relationship with neuroscience of reasoning
proposed as CL&R

Challenge research project #9: Detection of "prefa-
tigue/fatigue by stress and anxiety

Top Challenge research project #10: Building a
Cognitive health Dashboard

Book companion website with MATLAB(R)
/IBM Watson examples and dataset used in the
book:  https://www.elsevier.com/books-and-jour-
nals/book-companion/9780128207185.
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Chapter 1

Biomedical engineering and the evolution
of artificial intelligence

1.1 Introduction

This book, “Applied Biomedical Engineering Using
Artificial Intelligence and Cognitive Models,” focuses on
the relationship between three different multidisciplinary
engineering  branches:  “Biomedical  Engineering,”
“Cognitive Science,” and “Computer Science through
Artificial Intelligent models,” which includes “Machine
Learning,” “Deep Learning,” and “Cognitive Computing,”
to study how the nervous and musculoskeletal systems
obey movement orders, with the goal of the understanding
and obtainment of “Al models” of how information is
mentally processed during “cognition” when injuries, ill-
ness, and/or neurologic diseases are present in the human
body and affect the human body. Each of the multidisci-
plinary studies in this book is defined as the interaction
between them as indicated in Fig. 1.1:

® Biomedical engineering (BME) as the application of
engineering principles and design concepts to medi-
cine and biology for healthcare purposes (e.g., analy-
sis, diagnostic, confirmation, therapeutics).

® Cognitive science (CoSi) is the interdisciplinary scien-
tific study of the mind and its processes. It examines

Cognitive

Biomedical
Engineering

Computer Science

FIGURE 1.1 The interaction of Biomedical Engineering, Cognitive
Science, and Computer Science, which includes Artificial Intelligence
Al, Machine Learning ML, Deep Learning DL, and Cognitive
Computing CC, can be used for analysis detection, classification, and
forecast of neurologic diseases.

the nature, tasks, and the functions of human cognition
as the process of acquiring knowledge and understand-
ing through thought, experience, and the senses.

® Computer science (CS) is the scientific and practical

approach to computation using algorithms as a self-

contained sequence of actions to be performed as

calculation, data processing, and automated reasoning.

In this book the study of “Artificial Intelligence (AI)”

is focused on the imitation of intelligent human behav-

ior by a machine applying software algorithms to
develop models based on “Machine Learning,” “Deep

Learning,” and “Cognitive Computing.” Each is

described as follows:

o Machine Learning (ML) is a subset of “AI” that
evolved from the study of pattern recognition and
computational learning theory.

o Deep Learning (DL) is another subset of “Al”’ and
a special type of “ML” that simulates the neurons
and synapses of the human brain in its approach to
processing data.

o Cognitive Computing (CC) is a subfield of “AI”
that allow us to analyze human cognition to repre-
sent the process studied in “Cognitive Science.”
“Cognitive Technology or Cognitive computing”
helps humans take better decisions with the help of
smart machines based on cognitive science that
studies the human brain and how it functions.
“CC” has also self-learning algorithms and lan-
guage tools; they rely on “data mining,” “pattern

recognition,” “Natural Language Processing” and
others tools to collect information to feed them-
selves, and computer systems based on cognitive
data, that can understand natural language and
interact with humans in a more natural way, with
the ability of these systems to understand, hold
firmly, and reason the collected information.

The interactions of these three multidisciplines with
“Neurology”—a branch of medicine that studies disorders
and diseases of the nervous system including “central

Applied Biomedical Engineering Using Artificial Intelligence and Cognitive Models. DOI: https://doi.org/10.1016/B978-0-12-820718-5.00009-X

© 2022 Elsevier Inc. All rights reserved.
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nervous system (brain and spinal cord),” and “peripheral
nervous system”—are studied in this book, with the main
objective being the obtainment of “Al models on
Biomedical Engineering,” especially with regard to inju-
ries and neurologic diseases of the human body, and
studying diseases of the brain, spine, and the nerves that
connect them and the musculoskeletal system. Based on
the fact that there are more than 600 diseases of the ner-
vous system, such as brain tumors, epilepsy, Parkinson’s
disease, and stroke, these diseases affect also the human
“cognitive system” that sends orders from the “central
nervous system (CNS)” through the “peripheral nervous
systems (PNS)” to do tasks using the musculoskeletal
system and the way of reasoning. These actions can
be detected by many “Bioinstruments (Biomedical
Instruments)” and “cognitive data” allowing us to apply
“Al using ML-DL-CC models*” through algorithms to
analyze, detect, classify, and forecast the process of dif-
ferent illnesses and injuries of the human body.

Note*: Examples and exercises Artificial Intelligence
using ML-DL-CC models are based on algorithms devel-
oped under MATLAB and IBM Watson Studio.

Important: The new concept for “Cognitive Learning and its
relationship with neuroscience of reasoning proposed as
Cognitive  Learning-Reasoning (CL&R) using Cognitive
Computing (CC)” is studied in Chapter 7, Cognitive
Learning and Reasoning Models Applied to Biomedical
Engineering, with many research examples and challenges
for research to resolve.

1.2 Biomedical engineering

“Biomedical Engineering (BME)” is defined as the appli-
cation of engineering principles and design concepts to
medicine and biology for healthcare purposes [1]. “BME”
covers the gap between engineering and medicine, com-
bining the design and problem-solving skills of engineer-
ing with medical and biological science to advance
healthcare treatment, including diagnosis, monitoring, and
therapy. “BME” has recently emerged as its own study,
arising from many other engineering fields. Such an
evolution is common from being an interdisciplinary
specialization among already established fields, to being
considered a field in itself.

Much of the work of “BME” consists of research
and development, spanning a wide area of subfields.
Prominent biomedical engineering applications include
the development of biocompatible prostheses, many
diagnostics, and therapeutic medical devices ranging
from clinical equipment to microimplants, common
imaging equipment such as “magnetic resonance imag-
ing (MRI)” and “Electroencephalography (EEG),”

regenerative tissue growth, pharmaceutical drugs, thera-
peutic biologicals, and many more that are developed
every day. “BME” is a multidisciplinary field that has
a lot of subfields such as *Bioinformatics,
Biomechanics, Biomaterials, Biomedical optics, Tissue
engineering, Neural engineering, Pharmaceutical engi-
neering, Clinical Engineering, Rehabilitation engineer-
ing, and Medical devices.

In all subfields of “BME” it is necessary to simulate
the behavior of specific cases to understand them, and if
it is possible to resolve these complex problems through
the application of Artificial Intelligence models and
achieve solutions for different purposes, such as confirm
diagnoses, predict evolution, and many more.

Note*: For more information on Biomedical Engineering
subfields, please read Chapter 1 of my book: “Applied
Biomechatronics Using Mathematical Models” [2].

1.2.1 Main purposes of Al in biomedical
engineering

The purpose of “Al in healthcare” is the use of “Al algo-
rithms” to approximate human cognition in the analysis of
multiple medical data through “Al models.” Recent tech-
nological Al advances are transforming medical science
and evolving biology through “Al systems and Al applica-
tions of Biomedical Engineering” with other multidisci-
plinary fields, such as healthcare, bioclinical, medical
informatics, bioinformatics, medical data mining, medical
systems using automated reasoning and Meta-reasoning,
drug discovery, intelligent analysis of genomic and prote-
omic data, biomedical ontologies, medical imaging, and
many other areas.

® “Healthcare using artificial Intelligence” has the
objectives of finding and applying efficient algorithms
for analyzing the relationship between prevention,
treatment, and patient outcomes. Al helps healthcare
in many different processes, such as management,
clinical decision support systems, knowledge acquisi-
tion, and analysis of different illness and diseases, by
applying “Al algorithms.”

® “Bioclinical uses computational intelligence (CI),”
where “Bioclinical” is a specialty in clinical trials that
accelerates the development of new medical therapies,
and “CI” is the theory, design application, and devel-
opment of biological and linguistic paradigms using
“Al algorithms,” encompassing computing paradigms
like ambient intelligence, artificial life, cultural learn-
ing, artificial endocrine networks, social reasoning,
and artificial hormone networks. Besides, “CI” plays
a major role in developing successful intelligent
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systems, including games and cognitive developmental
systems [3].
“Medical informatics” is the intersection of “information
science,” “‘computer science,” and “healthcare.” This
field deals with the resources, devices, and methods
required to optimize the acquisition, storage, retrieval,
and use of information in health and biomedicine.
“Bioinformatics” is an interdisciplinary field combin-
ing “biology,” “computer science,” “information engi-
neering,” “mathematics and statistics” to analyze and
interpret biological data. “Bioinformatics scientists”
design and apply the computer systems and databases
used to organize and analyze large amounts of geno-
mic, pharmacological, and other biological data.

“Medical data mining” is the analysis of large datasets

to discover patterns and use those patterns to forecast

or predict the likelihood of future events, thus helping
the healthcare industry to develop health systems to
systematically use data and analytics to identify ineffi-
ciencies and best practices that improve care and
reduce costs. The analytics can be “descriptive (what
happened),” “predictive (what will happen),” and

“prescriptive (determine what to do)” [4].

“Automated reasoning and Meta-reasoning”

applied in “biomedical engineering.”

o “Automated reasoning” is an area of “computer sci-
ence,” ‘“‘cognitive science,” and “mathematical
logic” dedicated to understanding different aspects
of reasoning. The study of automated reasoning
helps to produce computer programs that allow
computers to reason completely, or nearly
completely, automatically.

o “Meta-reasoning is the reasoning about reasoning”
[5]. In a computer system, this means that the system
is able to reason about its own operation. This is dif-
ferent from performing object-level reasoning, which
refers in some way to entities external to the system.
A system capable of meta-reasoning may be able to
reflect, or introspect, that is, to shift from meta-
reasoning to object-level reasoning and vice versa.

“Drug discovery.” “AI’ has the potential to stimulate
and streamline drug discovery and development by
increasing our understanding of complex biology, such
as guide drug design, aggregate and synthesize infor-
mation, understand mechanisms of disease, establish
biomarkers, generate data and models, repurpose exist-
ing drugs, generate novel drug candidates, and other
research phases.

“Intelligent analysis of genomic and proteomic data.”

“Genomics” can be broadly defined as the systematic

study of genes, their functions, and their interactions.

Analogously, “proteomics” is the study of proteins,

protein complexes, their localization, their interac-

tions, and posttranslational modifications [6].

9

are

“Biomedical ontologies.” In the “postgenomic era,’
“biomedical ontologies” are becoming increasingly
popular in the computational biology community as
the focus of biology has started to shift from mapping
genomes to analyzing the vast amount of information
resulting from functional genomics research. In fact,
biomedical ontologies play a central role in integrating
the information about various model organisms,
acquired under different conditions, and stored in het-
erogeneous databases [7].

“Medical imaging” is the technique and process of
creating visual representations of the interior of a body
for clinical analysis and medical intervention, as well
as visual representation of the function of some organs
or tissues (physiology). “Medical imaging” seeks to
reveal internal structures hidden by the skin and bones,
as well as to diagnose and treat disease. it is part of
biological imaging and incorporates radiology, which
uses the imaging technologies of X-ray radiography,
magnetic resonance imaging, medical ultrasonography
or ultrasound, endoscopy, elastography, tactile imag-
ing, thermography, medical photography, and nuclear
medicine functional imaging techniques, such as posi-
tron emission tomography (PET) and single-photon
emission computed tomography (SPECT).

Many others Al biomedical subfields.

1.2.2 Al and biomedical engineering help in
medical education

Classically, a “physician” is defined as a professional
who possesses special knowledge and skills derived from
rigorous education, training, and experience [8], in other
words “medical education remains based on information
acquisition and application.” Currently, the amount of
available medical knowledge now exceeds the organizing
capacity of the human mind [9]. In addition, the skills
required of practicing physicians will increase in two
areas [10]: “Collaborating with and managing Artificial
Intelligence (Al) applications, and the need for more
sophisticated mathematical understanding.”

“Collaborating  with and managing Artificial
Intelligence (Al) applications” that aggregate vast
amounts of data, generate diagnostic and treatment
recommendations, and assign confidence ratings to
those recommendations [11]. Then, the long-standing
approach of basing diagnostic or treatment choices on
the “average patient” in a large population is no lon-
ger precise enough to meet the standards of personal-
ized medicine. As a result, treatments for patients with
different physical, cultural, and genetic attributes will
vary in personalized medicine.
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® “The need for more sophisticated mathematical under-
standing” is driven by the analytics of precision and
personalized medicine generated by Al. The ability to
correctly interpret probabilities requires mathematical
sophistication in stochastic processes, something cur-
rent medical curricula address inadequately.

Biomedical Engineering and Al can help to manage the

medical information that grows constantly by developing

more efficient algorithms, easy to use medical devices and

medical applications with the goals of help physicians to:

e Focus on “knowledge capture, not knowledge retention.”

e Facilitate collaboration with and management of
information.

® Enable simpler ways to understand probabilities and
how to apply them for Al clinical decisions.

These Al systems and their applications are developed
by applying many different algorithms, such as “Genetic
algorithms,” “Bayesian models,” “Machine Learning,”
“Deep Learning Artificial Neural Networks,” “Expert
Systems,” “Fuzzy Logic,” and many more “Al methods”
that are explained in this book, but a continuous learning
attitude is recommended in order to try to stay up-to-date
in these “exponential technologies.”

2

1.3 Artificial intelligence

“Artificial intelligence (AI)” is an area of computer sci-
ence that emphasizes the creation of intelligent machines
that work and react like the human brain. In other words,
“AI’ is any software process that enable machines to
“mimic human intelligence” through computer systems.
These processes include “learning,” ‘“‘reasoning,” and
“self-correction.”

® “Learning” is based on the acquisition of information
and rules created for using the information.

® “Reasoning” is the application of rules to reach an
approximation of a conclusion.

® “Self-correction” is achieved when the acquainted
information grows, and the process adjusts the rules
continually in a circular way of learning and reasoning
to achieve a better approximation of the conclusion.

1.3.1 Turing test/Turing machine

The term “Artificial Intelligence” was created by John
McCarthy in 1956 when he held the first academic con-
ference on this subject [12]. “Al” was documented by
Alan Turing in his paper: “Computing Machinery and
Intelligence,” which opened the door to this field with the
notion of machines being able to simulate human beings

and their ability to do intelligent things, such as play
chess, analysis, classification, prediction, etc. Turing then
went on to propose a method for evaluating whether
machines can think, which came to be known as the
“Turing Test,” as a central and long-term goal for “Al
research.” Will we ever be able to build a computer that
can sufficiently imitate a human to the point where a sus-
picious judge cannot tell the difference between human
and machine?

Alan Turing worked on the problem to help define a
system for identifying which statements could be proven.
In the process, he proposed the “Turing Machine” con-
cept, and in a research paper he defined a “computing
machine” with the ability to read and write symbols to a
tape using those symbols to execute an algorithm [13].
This paper and the “Turing Machine” provided the basis
for the “theory of computation.” Initially it looked to be
difficult but possible if hardware technology reached a
certain point, only to reveal itself to be far more compli-
cated than initially thought with progress slowing to the
point where some wonder if it will ever be reached.
Despite decades of research and great technological
advances the “Turing test” still sets a goal that “Al
researchers” strive toward while finding along the way
how much further we are from realizing it.

“A complete Al system must think and act humanly,
think and act rationally,” as indicated in Fig. 1.2. The Al
system can be tested with the following steps:

® “Think humanly” can be reached by going inside the
actual working of human minds through introspection,
trying to catch our own thoughts, and psychological
experiments.

® “Act humanly” can be tested using the “Turing Test”
approach based on a smart system that possesses the
following capabilities: “Natural Language Processing,”

“Knowledge Representation,” “Automated Reasoning,”

and “Machine Learning.”

o “Natural Language Processing (NLP)” to enable it
to communicate successfully in English and/or
other human languages.

o “Knowledge Representation” to store what it is
learning, reasoning, sensing, seeing, or hearing.

o “Automated Reasoning” is the ability to use the
stored information to answer questions and draw
new conclusions,

o “Machine Learning (ML)” adapts to new circum-
stances and can detect and extrapolate patterns.
“ML” can be defined as an application of
“artificial intelligence (AI)” that provides systems
the ability to automatically learn and improve from
experience without being explicitly programmed.

® Think rationally can be resolved by “the laws of
thought” based on the three fundamental “laws of
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logic”: “contradiction,” “exclude the middle,” and

“the principle of identity” [14].

o “Law of contradiction” establishes that for all pro-
positions “p,” it is impossible for both “p” and
“not p” to be “true,” as shown in Eq. (1.1).

Law of contradiction: ~ (p- ~p),
(1.1)

in which ~ means ‘‘not’’ and ‘>’

means ‘‘logic AND function®”’.

Note*: Logic AND function states that two or
more events must occur together and at the same

time for an output action to occur.
o “Law to exclude middle” establishes that either “p”

or “~p” must be “true,” there being no third or
middle true proposition between them, as repre-
sented in Eq. (1.2).

3

Law to exclude middle : pv ~p,
1.2)

in which v means ‘‘Logical OR function®’
Note*: Logic OR function states that an output
action will become TRUE if either one “OR” more
events are TRUE, but the order at which they occur
is unimportant as it does not affect the final result.
o “Law of principle of identity” asserts that a thing is
identical with itself, as indicated in

Law of principle of identity: (Vx)(x = x),
in which ¥ means ‘‘for every’’; (1.3)

or simply that “‘x is x*’.
® “Act rationally” can be based on the “rational agent
theory”; a rational agent can be anything that makes

decisions, typically a person, firm, machine, or soft-
ware. “Rational agents” are also studied in the fields
of “cognitive science (study of thought, learning, and
mental organization),” ethics, and philosophy, includ-
ing the philosophy of practical reason.

To study Artificial Intelligence, we must assume theoreti-
cally its main goal:

“A complete Al system that must think and act humanly,
think and act rationally, can be created and being tested.”

1.3.2 Basic types of Al systems based on
capabilities

Today “AI’ covers a broader area of “computer science”
that makes systems or machines seem like they have
human intelligence based on the following actions: when
a machine can solve problems, complete a task, or exhibit
other cognitive functions that humans can, then we refer
to it as having “artificial intelligence.”

Actually, “AI’ is something that we have to deal with
every day in different application, such as e-mail communi-
cations, social media, web searching, stores and services,
transportation, businesses, manufacturing, domestic appli-
ances, and thousands more services and applications. We
are in front of real “exponential Al technology” that is
changing the world, and we must understand the advantages
of using “Al and learn to differentiate between the possible
types of Al based on capabilities,” which can be identified
on three different levels as “Weak or Narrow Al,”’ “General
AL” and “strong Al as indicated in Fig. 1.2.

Artificial Narrow
Intelligence (ANI)

Al types on

Artificial General
Capabilities

Intelligence (AGI)

A complete
Al system must
think humanly,

Artificial Super
Intelligence (ASI)

v Perform a dedicated task with intelligence

Any intellectual tasks with efficiency like human

Perform any task better than human with
cognitive properties

act humanly,
think rationally,
act rationally & wpes on

Theory of mind

Self-awareness

Reactivemachines ¥ Don’t have the ability of form memories to take

Limited memory ¥ Storepast experiencesfor a limitedshortperiod

ons

of time

Thoughts and emotions that affect their own
behavior to understand people

Consciousness as extension of the theory of mind

FIGURE 1.2 Al types based on Capabilities and Functionality.

v" Al type already achieve
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“Weak or Narrow Al, also known as Artificial Narrow
Intelligence (ANI).” This type of Al enables a system
to perform a dedicated task with intelligence, these
days it is the most common available “Al system.” It is
a kind of “Al” that cannot perform beyond its field or
limitations, and it is only trained for one specific task
and can fail in unpredictable ways if it goes beyond its
limits, for example:

o “Virtual assistant or Al assistant are ANI applica-
tions” based on computer programs that understand
“natural language voice commands and complete
tasks,” such as Apple Siri, Amazon Alexa, Google
Assistant, Cortana and others. All of them process
the human language then enter the information into
a search engine and return to us with the results;
they operate with a limited predefined range of
functions. This can be tested when we make an
abstract question like the meaning of life, which is
why sometimes we get vague responses that often
do not make any sense or we get the links to exist-
ing articles in the web.

o “IBM’s Watson supercomputer.” This is another
example of an ANI machine that uses an expert
system approach combined with Machine learning
(ML) and Natural language processing (NLP).

o Self-driving cars or autonomous cars are a special
kind of “ANI application” made up of controls
from “multiple Narrow Al systems working
together,” to analyze in real time signals from dif-
ferent types of sensors, cameras, radar, and com-
munications, thus enabling the vehicle to see,
think, and make fast decisions.

o Other examples are computer games (e.g., chess),
purchasing suggestions on “e-commerce,” “speech
recognition,” “image recognition,” and many more
applications identified as “ANI.”

“General Al also known as Artificial General
Intelligence (AGI)” is a type of intelligence that per-
forms any intellectual task with human-like efficiency;
the idea is to have smarter systems that think like a
human on their own. Currently, there is no such exist-
ing system that can perform any task as perfectly as a
human; commonly they do only one A/ specialized task
without specialized human thinking and deduction func-
tions. An “AGI system” will be not easy to replicate in
machines using actual technology, because an “AGI
system’” must be based on the following human facts:

o “Humans have the ability to think abstractly, strat-
egize, understand, and express beliefs” or attitudes
based on our thoughts and memories to make deci-
sions or to come up with other creative ideas.

o “Humans are sentient creatures with the capacity
to feel, perceive, or experience subjectively.”

o “Humans have the abilities to plan, learn, reason,
integrate prior knowledge, solve problems, make

judgements under uncertainty, be innovative, be
imaginative and creative.”

o “Human have consciousness, the fact of awareness
by the mind of itself and the world.”

® “Super or strong Al also known as Artificial Super
Intelligence (ASI)” is applied to a level of Intelligence
of systems/machines that could surpass the human
intelligence, and they could perform any task better
than a human with cognitive properties. Some keys for
this hypothetical concept of “Strong AI’ include the
ability to think, reason, make judgments, plan, learn,
and communicate on their own. The concept of the

“ASI system” is based on:

o “An imaginary supersystem/computer that will
surpass human intelligence in all aspects,” from
creativity, to general wisdom, to problem-
solving.

o “A hypothetical superagent that possesses intelli-
gence far surpassing the brightest and most gifted
human minds.”

One breakthrough example of “Al systems trying
to behave as an AGI system” was the development
of the computer program: AlphaGo [15], although it
was designed only to play Go. “Go” is an abstract strat-
egy board game for two players invented in China more
than 3000 years ago, in which the rules are simple:

® Players take turns to place black or white stones on a
board of 19 X 19;

® The objective is to try to capture the opponent’s
stones; or

® Surround empty space to make points of territory.

“Go” is a game of profound complexity, there are
10'%possible board configurations, making “Go a googol
(1.0 X 10'%) times more complex than chess.” “AlphaGo”
was initially trained on thousands of human amateur and
professional games to learn how to play “Go,” but the
version “AlphaGo Zero” learned to play the game of Go
simply by playing games against itself. In other words
“AlphaGo Zero” became its own teacher by applying
“Reinforcement Learning algorithms,” starting from
completely random play; it was trained without any
human interference such as input data or labels. In doing
so, it surpassed the performance of all previous versions,
including those which beat the World Go Champions Lee
Sedol and Ke Jie, becoming arguably the strongest Go
player of all time.

In my modest opinion:
® Currently, scientists are far away from building a Strong
Al, but worldwide researchers are continuously creating
Al systems based on complex single or multiple Narrow
Al systems. They are trying to develop General Al
(Continued)



Biomedical engineering and the evolution of artificial intelligence Chapter | 1 7

(Continued)

systems, but, based on the resources needed that are
not yet available today, this is going to take time, but
how long is the big question.

e Humans have a special and nonreproducible gift
from God; dimensionless from —infinity to + infinity,
abstractness, creativeness, kindness, spirituality that
cannot be reached, which can be defined as “ASI.”
Nevertheless, there is the danger with “Al,” that it can
handle our daily activities, important decisions, and
may cause more damage to us if we were to apply poor
judgments when using and applying Al systems in
applications that can control us and guide us, leading
to the loss of the great meaning of our lives.

1.3.3 Basic types of Al systems based on
functionality

Another way of recognizing the “Al types is based on
their functionality,” as shown bottom right in Fig. 1.2.
These are: Reactive Machines, Limited Memory, Theory
of Mind, and Self-Awareness [16]. Where:

® “Reactive Machines” type systems are a simple type of
“Al,” which does not have the ability to form memories
or to use experience to take a decision. “Reactive
machines” have an intelligence that only perceives the
world directly and acts on what it sees; they cannot
function beyond the specific task for which they were

designed. These machines will behave exactly the same e

way every time they encounter the same situation [17].

Deep

CALMEDLCC

Artificial

Learning

Intelligence

\

IBM Blue>human in chess
1

\
\

Machine Learning

] 1980 !
i H |

Alan Turning define MATLAB APl
Computing Intelligence

i
1950 1956 1997 2000 2004

One example is the “Deep Blue IBM’s chess-playing
supercomputer,” as indicated in Fig. 1.3. Deep Blue
beat the world grandmaster Garry Kasparov in the late
1990. “Deep Blue” can identify the pieces on a chess
board and know each move. It can make predictions
about what moves might be next for it and its opponent.
And it can choose the most optimal moves from among
the possibilities. But it does not have any concept of
the past, nor any memory of what has happened before.
Apart from a rarely used chess-specific rule against
repeating the same move three times, “Deep Blue”
ignores everything before the present moment.

“Limited Memory” type Al systems can store past
experiences or some data for a limited short period of
time and apply them to a preprogrammed representa-
tion of their surrounding environment. For example,
self-driving cars can store the recent speed of nearby
cars, the distance of other cars, the speed limit, and
other information to navigate the road. These observa-
tions are added to the “self-driving cars” prepro-
grammed representations of the world, which also
include lane markings, traffic lights, and other impor-
tant elements like curves in the road. They are
included when the car decides when to change lanes to
avoid cutting off another driver or being hit by a
nearby car. But these simple pieces of information
about the past are only transient. They are not saved
as part of the car’s library of experience from which it
can learn, the way human drivers compile experience
over years behind the wheel.

“Theory of Mind’ type Al systems will be the
machines based on psychology concepts for

Cognitive
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FIGURE 1.3 Artificial Intelligence evolution includes ML, ML includes DL, DL includes CC (or CL).
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understanding people, creatures, and objects in the
world, which can have thoughts and emotions that
affect their own behavior. If this kind of Al systems is
designed to walk around us, and have thoughts, feel-
ings, and expectations for how we should be treated,
they will have the capability to adjust their behavior
according to each situation.

“Self-Awareness” type of Al systems will be the
machines that form representations of themselves and
have consciousness as an extension of the “theory of
mind types.” Conscious beings will be aware of them-
selves, know about their internal states, and will be
able to predict the feelings of others.

Currently, Reactive Machines and Limited Memory Al types
have achieved success, whereas researchers around the
world are working on “Theory of Mind and Self-Awareness
machines Al types.” However, the most successful projects
are based on the integration of many Al technologies, that
is, projects melding humans and Al machines and other
revolutionary concepts.

.3.4 Al technology evolution

We can detect that the “Al technology evolution” is on
its way and growing, based on the availability of

resources needed for its evolution, as

indicated in

Fig. 1.3. Each Al technology can be seen as a set of algo-
rithms that give a smart system a special way of behav-
ing; these are Al, ML, DL, CC, and others. Where each
can be defined as:

“Artificial intelligence (AI)” is an area of “computer
science” that emphasizes the creation of intelligent
machines that work and react like humans.

The algorithms for Al models are studied in this book in
Chapter 3, Artificial Intelligence Models Applied to
Biomedical Engineering. In the application of Al, algo-
rithms are directed to resolve Biomedical Engineering
problems through “Evolutionary Algorithms” that emu-
late natural evolution, such as “Genetic Algorithms,”
“Swarm Algorithms,” “traditional search methods,”
“optimization of numeric value problems in 2D and
3D,” and “visual analysis of Biomedical Engineering
datasets  of different  diseases  from  different
Bioinstruments to analyze relation between their attri-
butes” by applying “Al tools.” There are examples and
tutorials in MATLAB and IBM Watson Studio SPSS
Model Flow.

“Machine Learning” is a subset of “AlL” and it defined
as the scientific study of algorithms and statistical

models that computer systems use in order to perform a
specific task effectively without having to use explicit
instructions, relying on patterns and inference.

The algorithms for ML models are studied in this book
in Chapter 4, Machine Learning Models Applied to
Biomedical Engineering. “Machine Learning” is studied
as a subset of “Al” following the steps to obtain a “pre-
diction model” based on “pattern recognition” in data
using: “clustering,” “classifiers” and “regression” models.
Some advice to apply the most appropriated “ML
Model,” is to pre-analyze the actual problem to resolve
and deduct which type of machine learning fit best for
the answer needed. Generally, it is based on under-
standing very well the different between ML types avail-
able as  “Unsupervised  Learning,”  “Supervised
Learning,” “Reinforcement Learning,” “Survival Models,”
“Association Rules,” and others. The study of different
“ML Models Families” in this book are based on avail-
able ML models from “IBM Watson SPSS Modeler Flow/
IBM  Watson Machine Learning applications” and
“MATLAB ML solution under the Statistics and Machine
Learning Toolbox” , applied in research tutorial exam-
ples to be analyzed with the purpose of obtain predic-
tion Al models for different biomedical datasets as:
“Heart diseases,” “Kidney diseases,” “Breast cancers,”
and “Diabetes Mellitus.”

“Deep Learning (DL)” is a subset of “ML,” and it
is defined as the algorithms inspired by the structure
and function of the “human brain,” such as the
“Artificial Neural Networks (ANN)” that are designed
to recognize patterns that are represented by numeric
vectors that represent images, sound, text, or time
series.

The algorithms for DL models are studied in this book in
Chapter 5, Deep Learning Models Principles Applied to
Biomedical Engineering and in chapter 6, Deep Learning
Models Evolution Applied to Biomedical Engineering.

e Chapter 5, Deep Learning Models Principles Applied
to Biomedical Engineering. The underlying principle
of “Deep Learning” is a compositional nature of
“neural network” inspired by the biological elements
that forms the “human brain,” as a collection of
“nodes” emulating “brain neurons,” and their “neu-
ron synapses connections as primary elements of a
net, that combine to form mid-level elements identi-
fied as “Artificial Neural Networks (ANN),” which in
turn are combined with different architectures to
form more complex networks. In this book “ANN"
are organized based on their architectural type, and
the way their different components are connected
to one another define the specific learning goal with

(Continued)
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(Continued)
different types such as “Feed Forward Neural
Network,”  “Backpropagation Neural ~Networks,”

“Recurrent Neural Networks,” “Memory Augmented
Neural Networks,” “Modular Neural Networks,” and
“Evolutive Neural Networks.” The first two “ANN
types” are studied in this chapter along with a general
net “Shallow Neural Network” and a special kind of
learning known as “Transfer Learning from pretrained
Deep Learning Networks.” All are based on examples
and practical research of Biomedical Engineering
using existing “Al tools” from: “MATLAB and “IBM
Watson Studio.”

® Chapter 6, Deep Learning Models Evolution Applied
to Biomedical Engineering. This chapter focuses on the
study of “Deep Learning Models Evolution” which
combines mid-level elements with different connec-
tions of “ANN" to form more complex networks types,
such as “Recurrent Neural Networks,” “Memory
Augmented Neural Networks,” “Modular Neural
Networks,” and “Evolutive Neural Networks.” Many
research examples are explained in this chapter
applied to Biomedical Engineering solutions.

® Cognitive Computing (CC) or Cognitive Learning

(CL) is special applications that are implemented using
any combination of “AI”” technologies to build “cogni-
tive models” that “mimic human thought” processes
using “NLP,” “handwriting recognition,” “face identi-
fication,” “behavioral pattern determination” and
other special algorithms, such as “sentiment analysis.”
“CC” is used to assist humans in their decision-
making process and in this book are proposed as meth-
ods to evaluate “human cognitive status.”

Note*: In the rest of this book, the term “Cognitive

Computing abbreviated CC” is synonymous with
“Cognitive Learning abbreviated CL”.

The algorithms for CC models are studied in this book in

Chapter 2, Introduction to Cognitive Science, Cognitive

Computing, and Human Cognitive Relation to Help in

the Solution of Al Biomedical Engineering Problems,

and Chapter 7, Cognitive Learning and Reasoning

Models Applied to Biomedical Engineering.

e Chapter 2, Introduction to Cognitive Science,
Cognitive Computing, and Human Cognitive Relation
to Help in the Solution of Al Biomedical Engineering
Problems. This chapter introduces the analysis for
“nonmotor symptoms (related to cognition and no
related to movement disorders)”; “Human cognitive
development stages” and their relation to “brain neu-
rons and neural pathways”; “Cognition and its

(Continued)

(Continued)

integration with multidiscipline sciences.” “Natural
Language Processing applications,” examples and/or
exercise for NLP Topics, Audio Labeler for Machine
Learning, NLP Text to speech, NLP Speech to Text,
NLP analysis for: Sentiment, Emotion, Keywords,
Entities, Categories, Concept and Semantic Roles with
MATLAB and API as a set of functions and procedures
allowing the creation of applications that access the
features or data of an operating system, application, or
other service through IBM Cloud services.

e Chapter 7, Cognitive Learning and Reasoning Models
Applied to Biomedical Engineering. In this chapter
we focus on many “prestudies and preanalysis of dif-
ferent Biomedical Engineering problems that need to
be develop with specialized research projects apply-
ing Cognitive Learning and Reasoning (CL&R) algo-
rithm, that can be integrated to the Proposed General
Architecture framework of a Cognitive Computing
Agents System (AI-CCAS)” with special emphasis on
“Cognitive Learning and its relationship with neurosci-
ence of reasoning proposed as CL&R using CC.” In
this book, we have studied many interactions of dif-
ferent human illness, diseases, and disorders, where
“human illness” is defined as body damage that needs
to be cured, such as infections, injuries, cells degen-
eration, etc.; “human diseases” are defined as states
or reactions that must be managed, such as pain, dis-
comfort, weakness, fatigue, etc.; and “human disor-
ders” are defined as functions or abnormalities that
must be treated, such as physical, mental, genetic,
emotional/behavioral, and functional disorders. The
complexity for the analysis needed is boundless and
can only be analyzed through the multidisciplinary
sciences, where interactions of science such as “bio-
medical  engineering,”  “neurology,”  “cognitive
sciences” and “computer science” using tools with
“exponential technologies” such as Al and others
through “continuous exponential evolution” that
includes ML, DL, and CC. The main purpose is
obtaining useful “Al models” that can help analyze to
human health problems. Now it is the time to apply
them and many others in research projects.

In summary, we can deduce that in general terms:

“CC is a subset of DL,”and “DL is a subset of ML,” and
“ML is a subset of AL as shown in Eq. (1.4).

Al subsets : CC < DL < ML < Al

1.4
where (14)

Smeans a subset

If Artificial Intelligence is any system/machine/computer
program that can imitate intelligent human behavior, then
all CC applications are Al, but not all Al are CC.
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1.3.5 Al in industries

“ArI’ is revolutionizing almost all industries to enhance
their business like never before with thousands of “Al ser-
vices” and “Al products.” Some are manufacturing, sup-
ply chain, human resources, customer services, marketing,
advertising, building management, automotive, agricul-
ture, and medicine:

“Manufacturing processes” always can be improved
by applying “Al technologies”; even when machines
do some of the labor, by analyzing continuously many
issues, such as predictive and preventive maintenance,
enhancing testing machines and robot manufacturing
effectiveness, quality management, mass customiza-
tion, and many more processes. Currently, “Industry
4.0%” is a name given to the idea of smart factories
where machines are augmented with web connectivity
and connected to a system that can visualize the entire
production chain and make decisions on their own.
The trend is toward automation and data exchange in
manufacturing technologies which currently include:
“Cyber-Physical Systems (CPS),” “Internet of things
(IoT),” “Industrial Internet of Things (IIOT),” “Cloud
Computing” [18], and others,

Note*: Industry 4.0 is also referred to as the fourth

industrial revolution [19].

“Supply Chain processes” have numerous uncontrolla-
ble factors, such as weather, delivery delays,
unstable suppliers, and others that can create issues for
an entire company. Due to large amounts of informa-
tion needing to be processed at any given time, Al
technologies can analyze, detect, and give faster and
better solutions. Currently, some “Al supply” chain
solutions are already revolutionizing, such as “IBM
Watson Supply,” “Watson supply chain Insight,” and
others.

“Human Resources Processes” can be improved using
“Al technologies,” such as reviewing hundreds of
resumes a day, analyzing and creating scores for each
candidate to facilitate the hiring decision based on up-
to-date statistical facts, and removing the possibility of
bias. Currently, there are Al solutions, such as “IBM
Watson Recruitment,” “IBM Watson Career Coach,”
and others.

“Customer Services processes” can be improved by
gathering and analyzing a company’s data from vari-
ous sources and the previous cases and issues, with the
objective of enriching and efficient interactions with
customers. Currently, “Al solutions” for this industry
are “Watson Discovery for Salesforce,” “Zendesk,”
and others.

“Marketing processes” can be improved by under-
standing and predicting how a customer behaves when

shopping and give smart recommendations for target
audiences. Currently, “Al solutions” for this industry
are “IBM Marketing Solutions,” “IBM Watson
Marketing Insights,” and others
“Advertising process” can be improved by utilizing
dynamic creative tools that are aware of the weather,
time of day, location, consumer behavior, etc., to
deliver personalized ads to customers. Currently, “Al
solutions” are “Google advertising,” “IBM Watson
Advertising,” and others.
“Building Management” can be improved by analyzing
how the buildings are operating with sensors that give
the information in real time, reducing maintenance
costs, improving safety, increasing sustainability, and
optimizing their functionality. Currently, “Al solutions”
are “IBM IoT Building Insights,” and others.

“Automotive industry” can be improved with “IoT sen-

sors” that report vehicle issues in real time, analyzing

and taking actions as quickly as possible for a more
efficient behavior of the transportation vehicle.

Currently “Al solutions” for this industry are “IBM

Watson IoT,” “IBM Watson Assistant for Automotive,”

and others.

“Agriculture processes” can be improved by creating

an electronic field record with up-to-date data, such as

weather with satellite image or drones, soil reading,
crop health analysis to take actions for crop protection,
higher-quality crops to help eradicate extreme poverty
and hunger in the world. Currently “Al solutions” for
this industry are “Watson Decision Platform for

Agriculture” and others.

“Medicine and healthcare” also always need to

improve processes by applying “Al Technologies” for

resources for hospitals, clinics, doctors, researches,
patients, consumers, etc. Some examples are:

o leverage data: analyzing data and making cross-
references with previous cases and studies;

o optimizing collaboration: sequencing of the human
genome with partnerships with diagnostics labs
and research centers;

o human resources: optimizing care programs by
increasing coordination, detecting inefficient pro-
cesses, defining priorities on value-based health-
care; and

O many more processes.

This book focuses on Al applied in Biomedical Engineering
and the fields/subfields involved, such as medicine, biology,
healthcare services, and related fields, with the purpose
of obtaining models for analysis, classification, forecasts; to
be used to confirm diagnostics and therapeutics, making
special emphasis in neurologic diseases with nonmotor
symptoms.
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1.4 Machine learning

As shown in Fig. 1.2, and stated in Eq. (1.4), “ML” is a sub-
set of “AI” that provides systems with the ability to automat-
ically learn and improve from experience without being
explicitly programmed. We can differentiate “AI”’ and “ML”:

® “AJl” is a broader concept of machines that are being
to carry out smart tasks,

® “ML” is a subset of “AI”’ that gives machines access to
data and let them learn from themselves.

“ML” are machines that learn for themselves from the
data history. “ML” has as a primary objective the discovery
of patterns in the data, to create a model that is useful for
taking decisions from the data. “ML algorithms” build a
mathematical model based on “training data” from sample
data, to make predictions or decisions without being explic-
itly programmed to perform the task [20]. “ML” is a branch
of “computer science” and applies multidisciplinary fields
and different processes to reach its objectives, these are:
“statistics,” “computational statistics,” “databases,” “know
discovery database,” “data mining,” “mathematical optimi-
zation,” “‘exploratory data analysis,” and others, where:

® “Statistics” is the science of collecting and analyzing
numerical data in large quantities, especially for the
purpose of inferring proportions in a whole from those
in a representative sample.

® “Computational statistics (also known as statistical
computing)” is the area of computational science spe-
cifically dedicated to the study of the mathematical
science of statistics. It is the interface between statis-
tics and computer science.

® “Database” is an organized collection of data. It is the
collection of schemas, tables, queries, reports, views,
and other objects. The data are typically organized to
model aspects of reality in a way that supports pro-
cesses requiring find information.

® “Data mining” has the goal of extracting information
using intelligent methods from a large dataset to dis-
cover patterns and useful knowledge.

® “Know discovery database (KDD)” is the process of
discovering useful knowledge from databases. It is a
data mining technique that includes data preparation
and selection, data cleansing, incorporating prior
knowledge on datasets and interpreting accurate solu-
tions from the observed results.

®  “Mathematical optimization or mathematical program-
ming” is the selection of a best element from some set
of available alternatives.

® “Exploratory data analysis (EDA)” is a statistics
approach to analyzing datasets to summarize
their main characteristics, often with visual methods.
A statistical model can be used or not, but primarily
“EDA” is for seeing what the data can tell us
beyond the formal modeling or hypothesis testing
task.

“It is very important to point out that this book makes fre-
quently uses of these multidiscipline fields to reach the
objectives of “Artificial Intelligence”; the magic of “Al” is
based specially on “mathematics” that is used to define
each “Al model,” “statistics” that help in the criteria for vali-
date if a model is accepted or not, and “data mining” to
extract important information from the databases.”

1.4.1 ML seven specific steps

“ML” has seven general steps to achieve its goal of
obtaining a valid model for prediction. These steps are
shown in Fig. 1.4 and they are: “data collection,” “data
preparation and exploration,” ‘feature engineering,’
“model selection,” “model training,” “model evaluation,”
and “model prediction and deployment.”

Machine Learning seven specific stages

Step1) | Data collection |

Step 2) [ Data preparation and exploration| {

Step 7) | Model Prediction & Deployment H

- Data schema e.g. csv files, json files, etc.

L Semantics types e.g. name, address, etc.
Preparation e.g. clean data, duplicates? etc.
Exploration e.g. Al bias?, Correlation?, etc.

Y:- : Features e.g. selections, relevant? etc.
Feature engineerin 4 ’
Sepd) | T g |{ Spilt e.g. Training and evaluation sets.
- " Platform e.g. Python?, R? MATLAB? ,etc.
Step 4) | Model selection | i & Pyt ; :
Algorithm supervised, unsupervised, etc.
— Training e.g. iterations (training step) ,etc.
Step$) | Model training | { Model Learning e.g. APIs, etc.
l . _I- Metrics e.g. confusion matrix, accuracy,
Step6) | Model evaluation and tuning | 1. area under ROC, AUC, R-squared, etc.

Production e.g. server?, web cloud? ,etc.
Challenges e.g. performance, retraining etc.

FIGURE 1.4 Machine Learning—seven gen-
eral steps for an AI model to achieve
predictions.
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1.4.1.1 Step 1) Data collection

“Data collection” is very important because the quantity
and quality of the data dictate how accurate the model
will be. “Data collection” is made under two terms: data
schema and semantic types, where:

® “Data schema” is a structure for organizing the data.
It defines both the data contents and relationships.
The most common data schemas formats are “csv” as
comma-separated values are tabular data such as
spreadsheet or database, and “json” as JavaScript
Object Notation is a lightweight data-interchange for-
mat, it is used primarily to transmit data between a
server and web application, as an alternative to XML.

® “Semantic types” are the labels that are specified for
each column of the data in tabular form, that is,
Address, Name, Phone, Income, etc.

Note*: “Precollected data” can be used too for this
step of data collection, these are “web sources datasets,”
such as “Kaggle,” an open datasets web platform for
data science at https://www.kaggle.com, “UCI Machine
Learning Repository” in https://archive.ics.uci.edu/mL/
datasets.php, and others.

1.4.1.2 Step 2) Data preparation and
exploration

® “Data preparation” is the cleaning of data collected by
applying the following substeps: clean-tools to remove
duplicates, correct errors, deal with missing values, nor-
malization, data type conversions, etc., and randomize
data, which erases the effects of the particular order in
which the data are collected and/or otherwise prepared.

® “Data exploration,” is a very important tool for avoid-
ing “Al bias”; where, “Al bias” is a phenomenon that
occurs when an algorithm produces results that are
systematically prejudiced due to erroneous assump-
tions in the ML process. Some of the tools are:

o statistical tools for the measuring of tendency, dis-
persion, and shape, such as mean, median, standard
deviation, variance, skewness, kurtosis, etc.;

o correlation to help detect relevant relationships
between variables or class imbalances, between
variables; and

o visualizing of the data distribution plots as histo-
grams, boxplots, bar plots, etc.

1.4.1.3 Step 3) Feature engineering

“Feature engineering consists of:

e Feature selection includes the deletion of noisy or
irrelevant attributes;

® Determining which features are more relevant and
even creating new features;

® Applying dimensionality reduction using special tools,
such as Principal Component Analysis (PCA);

e Finally, splitting the dataset into training and evalua-
tion sets. The training set is used to build a model,
while the evaluation set is used to validate the model
built. “It is important to not include the same data
points of the training set in the test (evaluation) set.”

1.4.1.4 Step 4) Model selection

Model selection refers to the selection of the best algo-
rithm and the platform, which could be “open source lan-
guage,” “high-performance language,” or “special Al
cloud applications,” where:

® “Open source language,” such as “Python language,’
a free Al and general-purpose programming language,
or “R language” a free Al data-statistical analysis pro-
gramming language.

® “High-performance language,” such as MATLAB,
Lisp, Prolog, and others.

® “Special Al cloud applications,” such as the 1BM
Cloud Watson computer and others.

The algorithm to select depends on the type of

machine learning problem, generally this can be
“Supervised  Learning,”  “Unsupervised  Learning,”
“Reinforcement Learning,” “Survival Models,” and

“Association Rules,” where each type is as follows:

® “Unsupervised Learning” is used when the data does
not include the result for each case, meaning that that
the ground truths are unknown. These unsupervised
algorithms can find patterns in a stream of inputs.

Some commons algorithms are based on the “cluster-

ing technique,” such as “k-means,” “k-modes,” “k-

prototypes,” “DBScan,” “Expectation Maximization,”

and others.

o “k-means clustering” is an “ML-Unsupervised
Learning algorithm” that uses “vector quantization”
and obtains “k clusters” in which each observation
belongs to the cluster with the nearest mean.

o “k-modes clustering” is an “ML-Unsupervised
Learning algorithm” that uses “modes”: where
“modes” means having highest frequency, instead
of means to form clusters of categorical data. In
other words, “k-modes algorithm” distance is mea-
sured by the number of common categorical attri-
butes shared by the two data points.

o “k-prototypes” is an “ML-Unsupervised Learning
algorithm,” which is the simple combination of “k-
means and k-modes” in clustering mixed attributes
of numerical and categorical values.

o “DBScan” is an “ML-Unsupervised Learning algo-
rithm” for “Density-Based Spatial clustering” of
applications with noise. “DBScan” is one of the
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algorithms in which a density-based clustering

method is used to detect outliers.

o “Expectation  maximization” is an  “ML-
Unsupervised Learning algorithm” that uses an
iterative method to “find maximum likelihood or
maximum a posteriori (MAP) estimates of para-
meters in statistical models,” where the model
depends on unobserved latent variables.

o “Recommendation  systems” is an  “ML-
Unsupervised Learning algorithm” that is a sub-
class of an information filtering system that seeks
to predict the “rating” or “preference” that a user
would give to an item, applying matrix factoriza-
tion and collaborative filtering.

“Supervised Learning” is used when data include a

result for each case. This kind of algorithm is used for

“classification and regression,” where:

o “Classification” is a method used to determine
what category or class something belongs to, after
seeing several examples of things from several cat-
egories; the final category is a discrete variable.

o “Regression” is a method that attempts to produce
a function that describes the relationship between
inputs and outputs and predicts how the outputs
should change as the inputs change; the prediction
is a real number.

Some of the most common supervised learning
algorithms are “decision tree,” “random forest,”
“logistic regression,” “regression,” ‘“‘support vector
machines,” “neural nets,” and others, where:

o “Decision tree” is an “ML-Supervised Learning
algorithm” decision support that uses a tree-like
graph or model of decisions and their possible con-
sequences, including chance event outcomes,
resource costs, and utility.

o “Random forest” is an “ML-Supervised Learning
algorithm” that constructs a multitude of “decision
trees” at training time and outputting the class that
is the mode of the classes applying classification
or mean prediction applying regression of the indi-
vidual trees.

o “Logistic regression” 1is an “ML-Supervised
Learning algorithm” that uses the logistic function
to predict a binary class.

o “Regression” is a set of “ML-Supervised Learning
algorithms,” such as “Linear regression,” “GLM
regression (Generalized Linear Models),” “Least
Squares regression,” etc.

o “Support Vector Machines (SVM)” is an “ML-
Supervised Learning algorithm” that performs clas-
sification by finding the hyperplane that maximizes
the distance margin between the two classes. The
extreme points in the datasets that define the
hyperplane are the support vectors.

o “Artificial Neural Networks” is an “ML-Supervised
Learning algorithm” with multilayers perceptron
as the “backpropagation algorithm” and others
such as “Deep Learning algorithms” based on big-
ger and complex neural networks.

® “Reinforcement Learning” is an “ML algorithm”
inspired by behaviorist psychology, concerned with
how software agents ought to take actions in an envi-
ronment to maximize some notion of “cumulative
reward.”

® “Survival Models” is an “ML algorithm” that is used
to analyze data in which the time until the event is of
interest. The response is often referred to as a failure
time, survival time, or event time.

® “Association Rules” is an “ML algorithm” that is a
rule-based machine learning method for discovering
interesting relations between variables in large data-
bases. It is intended to identify strong rules discovered
in databases using some measures of interestingness.

1.4.1.5 Step 5) Model training

“Model Training” is running the algorithm to obtain a
process model based on iteration as a training step using
the actual dataset, to train the model for performing
various actions. This is the actual data in the ongoing
development process models learning with various
“Application Programming Interfaces* (API)” and algo-
rithms to train the machine to work automatically.

Note*: API in general terms is a set of clearly defined
methods of communication among various components.
Examples of APIs will be studied in Chapter 2,
Introduction to Cognitive Science, Cognitive Computing,
and Human Cognitive Relation to Help in the Solution of
Al Biomedical Engineering Problems, of this book.

1.4.1.6 Step 6) Model evaluation and tuning

“Model evaluation” is the use of metrics or a combination
of them to measure the objective performance of the model
and to select the best algorithm for that specific purpose.
The most common techniques are “cross-validation,” “con-
fusion matrix,” “precision and recall,” “ROC,” “AUC,” “R-

squared error,” and “Accuracy,” where:

® “Cross-validation” is a resampling method used for
model evaluation to avoid testing a model on the same
dataset on which it was trained.
® “Confusion matrix” is a specific table layout that
allows visualization of the performance of an algo-
rithm, typically a supervised learning, it is usually
called a “matching matrix.”
® “Precision and recall,” where:
. “Precision” is the proportion of positive identifica-
tions that was actually correct. A model that
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produces no false positives has a precision of 1.
“Precision” is calculated by applying Eq. (1.5).
TP

Precision in ML Precision= —— (1.5)
TP + FP

where TP are the True Positives, FP are the False
Positives.

Il. “Recall” is the proportion of actual positives that
were identified correctly. A model that produces
no false negatives has a recall of 1. “Recall” is cal-
culated by applying Eq. (1.6).

Recall in ML Recall = (1.6)

T.

TP + FN
where TP are the True Positives, FN are the False
Negatives.

® “ROC (Receiver Operating Characteristic),” where

the “ROC curve” is a graphical plot that summarizes
how a classification system performs and allows us to
compare the performance of different classifiers. The
“ROC curve” plots two parameters: “True Positive
Rate (TPR)” and “False Positive Rate (FPR).”

I. “TPR” values are shown in the vertical axis of the
“ROC curve” and are calculated using the
Eq. (1.7). Another useful parameter is “specificity
rate” as shown in Eq. (1.8).

TP
True Positive Rate TPR = Recall = ———— 1.7
rue Positive Rate eca TPTFN (1.7)
where TP are the True Positives, FN are the False
Negatives.

I. Ideal Case: AUC=1 with threshold=0.5

0.5
Threshold

Ill. Worst case: AUC=Threshold=0.5

TN overlap TP

0 1 FPR 1

0.5
Threshold

TN
Specifici te= ——— 1.8
pecificity rate TN ¥ FP (1.8)
where TN are the True Negative, FP are the False
Positives.
Il. “FPR” values are shown in the horizontal axis of
the “ROC curve” and are calculated using

Eq. (1.9).
False Positive Rate FPR =1 — Specificity
PP (19)
FP+ TN

where FP are the False Positives, TN are the True

Negatives.
“Area Under the Curve (AUC)” is a measurement of
the area under the entire function “ROC curve” in all
the range, where the “AUC” values range from 0 to 1.
“AUC” represents the probability that the evaluated Al
model ranks a positive example more highly than a
random negative example. In other words, “AUC = 0~
means that the model’s predictions are 100% wrong,
and “AUC = I” means that the model’s predictions are
100% correct.

“It is important to differentiate between AUC and ROC
curve: ROC is a probability curve and AUC represents the
degree of separability.” To understand these two concepts
four cases of AUC and ROC and their relationships are
shown in Fig. 1.5.

Il. Acceptable case: AUC=0.7 with threshold=0.5

Auc=0.7 1

ROC - - -

1 ROC
AUC=0 !
. I
27T TPR .
V4 \\\ I
TP KA | N :
'J‘ \‘ 2
! bR o) SRR LI
0.5 1 FPR 1

Threshold

FIGURE 1.5 Analysis of a model using AUC and ROC: (I) ideal case, (II) acceptable case, (III) worst case, and (IV) unacceptable case.
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“Ideal case: AUC = 1 with threshold = 0.5,” this
is when the two probability distribution curves do
not overlap and the model has a perfect way of
distinguishing between TN and TP.

. “Acceptable case: AUC = 0.7 with threshold = 0.5,”

this is when the two probabilities’ distributions over-
lap a reasonable value, and AUC > Threshold. This
means that there is 70% chance that the model dis-
tinguishes between 7N and TP.
“Worst case: AUC = threshold = 0.5,” this is where
both probabilities’ distribution curves overlap
100%, this is an indication that the model does not
have a way to differentiate between TN and TP.
“Unacceptable case: AUC =0 and Threshold =
0.5,” in this case the model has the same chance of
predicting a TN as a TP or vice versa.
® “R-squared error (R?),” also known as the
“coefficient of determination,” is a statistical
measure that represents the proportion of the
variance for a dependent variable that is
explained by an independent variable or vari-
ables in a regression model. Whereas correla-
tion explains the strength of the relationship
between an independent and dependent vari-
able, “R-squared error” explains to what
extent the variance of one variable explains the
variance of the second variable. So, if the R?
of a model is 0.50, then approximately half of
the observed variation can be explained by the
model’s inputs, based on the range:
0 =R? =< 1.R? is calculated using Eq. (1.10).

R — squared error

_ Explained Variance

R =1 - 1.10
Total Variance (1.10)
S8 es
= 1 —
Ssz
Explained Variance (SS,es) and
Total Variance (SS,,) are calculated by the

following steps:

® “Total Variance,” also known in statistics as
“total sum of squares (SS;y),” is calculated by
subtracting the average actual value from the
predicted values, squaring the results and sum-
ming them. These steps are stated in Eq. (1.11).

s

Total Variance or total sum of square
SSior = Zi()’i_yy

® “Explained Variance,” also known in statistics
as “explained sum of squares (SS,.,),” is calcu-
lated by taking the data points (observations)
of dependent and independent variables and
finding the line of best fit, often from a regres-
sion model. From there you would calculate

(1.11)

predicted values, subtract actual values and
square the results. This yields a list of errors
squared, which is then summed and equals the
explained variance. These steps are stated in
Eqgs. (1.12) and (1.13).

Explained sum of squares
SSreg =y . fi=¥)

where f; are the predicted values and

(1.12)

n
y= %Z y; is the mean of the n observed data.
i=1

Residual sum of squares
SSres = Zl( Yi _ﬁ)z = Z el‘z

where y; are the values of the dataset and f;
are the predicted values.

In some cases, the “total sum of squares”
equals the sum of the two other sums of
squares defined above, as shown in Eq. (1.14).

(1.14)

(1.13)

Total sum of squares SSip; = SSyes + SSyeq

® “Accuracy” is one metric for evaluating classifica-
tion models, analyzing the fraction of predictions
the ML model got right using the Eq. (1.15).

Number of correct predictions

A =
couracy Total number of predictions (1.15)
B TP + TN )
TP + TN + FP + FN
where TP =True Positives, TN =True Negatives,

FP = False Positives, and FN = False Negatives.

Once the evaluation of the model is finished, an
improvement can be made by “tuning the model” also
known as “hyperparameter optimization.” A ‘“hyperpara-
meter” is a parameter whose value is used to control the
learning process; this is different to other parameters, such
as the typically node weight, that are learned. The hyper-
parameters give a way for model optimization that mini-
mizes a predefined “loss function,” also known as cost on
given independent data [21]. The “hyperparameters” are
often set by heuristics or tuned for a given predictive
modeling problem. For example, when a “machine learn-
ing algorithm” is tuned for a specific problem, such as
when you are using a “grid search” or a “random search,”
then we are tuning the “hyperparameters of the model” or
order to discover the parameters of the model that result in
the most skillful predictions. A good rule of thumb to over-
come this confusion is as follows:

“If you have to specify a model parameter manually then it
is probably a model hyperparameter.”
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1.4.1.7 Step 7) Model prediction and
deployment

“ML” is basically using data to answer questions. In this
final step we get the answer for our questions; the “ML
model” is used to predict the outcome of what we need.
Nevertheless, building a “ML model” is not the end of a
project; we need to apply the concept of “deployment,”
that refers to creating applications of a model for predic-
tions using new data where it is need it. “Deployment”
means putting the “ML model in production in a com-
puter, company server or in a web cloud,” where the
model can make predictions in real time. The “deploy-
ment model” has many challenges, such as “scalability,”
“performance,” “response time,” and “model retraining.”

® “Scalability in machine learning” is the models which
can deal with any amount of data, without consuming
tremendous amounts of resources like memory.

® “Performance value in ML” indicates how successful
the predictions of a dataset have been by the training
model. Usually the performance can be measured by
metrics, such as “RZ, > “Average Error,” “Mean
Square Error,” and others. Performance must be better
if we add more data, add more features, do a right fea-
ture selection, use regularization, etc.

® “Response time” is the time to obtain the prediction
from the model in any specific application, usually
fastest is better.

® “Model retraining” is part of the model life cycle to
update the model the current data. In “Model retrain-
ing,” it is needed to run all the process again including
integration of “new data,” “preprocessing,” “training,”
“evaluation,” and “deployment.” It is necessary for
there to be a way of automating all this process to
maintain the model and to be an “ML application”
that is successful with the evolution of new data.

99

In summary, “ML" has as a primary objective the discovery
of patterns in the data, to create a model that is useful
for taking decisions from new data. Every one of the
seven basic steps are especially important to achieve a good
prediction of the data using an “ML model.” These seven
general steps must be very well understood and followed.

Note: This is only an introduction ML; this subset of Al
is explained with more detail, specific examples and
exercises on MATLAB and IBM Watson Studio in Chapter 4,
“Machine Learning Models Applied to Biomedical
Engineering,” of this book.

1.5 Deep learning

DL includes aspects of “ML algorithms”, “ANN,” and
“Al” This is explained graphically in Fig. 1.2 and stated
in Eq. (1.4); where “DL” is a subset of “ML,” in which an

“Al model” learns to perform a classifications task
directly from images, text, and sound. DL is usually
implemented using an “ANN architecture.” The “ANN”
created from these components are in the field of “Al”
that comes closest to modeling the workings of the human
brain. In “DL” improved mathematical formulas and
increased computer processing power are enabling the
development of more sophisticated applications than ever
before. “DL” is also called “structured learning” and
“hierarchical learning”; it is the kind of machine intelli-
gence used to create “Al systems.” Examples are:

® Transportation: self-driving in vehicles, buses, taxis,
airplanes, etc.

® Voice applications, such as search and voice-activated
assistant, voice generation, music composition, etc.

® Business applications, such as advertising, finance,
marketing, etc.

® Robotics, where smart robots can be trained to carry
out complex tasks that require more thought and adap-
tation, others can learn just by observing the human
task, etc.

® Computer games, such as GO, chess, and others.

® [mages applications, such as image recognition, auto-
matic image caption generation, automatic image col-
orization, etc.

® Text applications, such as automatic machine transla-
tion of text, automatic text generation. automatic hand-
writing generation, etc.

® Healthcare applications, such as smart algorithms that
measure diagnose condition, advise plan treatment, and
if approved by physicians it executes the delivery of
treatment for different illnesses and diseases, applying
neural networks for brain cancer detection, tumors, etc.
Many more new DL applications are being created in
different areas currently.

This book will focus on “DL in Biomedical Engineering
applying to medicine and healthcare, that is, analyzing
images, text, detecting and diagnosing medical conditions,
with a special emphasis on neurologic diseases through cog-
nitive functions.”

1.5.1 Difference between deep learning and
machine learning

“DL” is a subset of “ML,” and “ML is a subset of Al”
Usually, the term “deep learning refers to deep artificial
neural networks,” and somewhat less frequently to “deep
reinforcement learning.” The main differences between
“DL” and “ML” are:

® Traditional Machine Learning Artificial Neural
Networks contain only two or three layers, while the
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deep learning network can have hundreds. This is the
reason for the term Deep, that refers to the number of
layers in the network—the more layers, the deeper the
network.

® Multiple hidden layers allow deep neural networks to
learn features of the data in the so-called feature hier-
archy, because simple features (e.g., two pixels)
recombine from one layer to the next, to form more
complex features (e.g., a line). Nets with many layers
pass input data of features through more mathematical
operations than nets with few layers and are therefore
more computationally intensive to train.

e “ML” works fine with small and medium size datasets,
their models are medium size and the computer power
needed is not so intense; whereas “DL needs big
data, big models, and big computational power.”
“Computational intensity” is one of the hallmarks of
“DL,” and it is one reason why a new kind of chip
called GPUs* are in demand for the training of deep-
learning models.

Note*: GPU (Graphics Processing Units) are
programmable logic processors specialized for fast
numeric calculation and graphic rendering, that is,
NVIDIA.

Please pay special attention to differentiate and recognize
algorithms and application of Deep Learning with respect
to Machine Learning, cognitive computing, and Artificial
Intelligence.

(A) Brain Neurons
Axon

Nucleus

Dendrites
Axon

hillock

terminals N\

Myelin Ranvier
sheath
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1.5.2 Types of artificial neural networks

“ANN” is an algorithm based on how the “human brain
and the human nervous systems works.” It is based on a
large collection of simple neural units known as “artificial
neurons,” “loosely analogous to the observed behavior of
a biological brain’s axons of the human brain*.”

Note*: For more detailed information on the human brain
and neurons, please refer to Chapter 2, “Introduction
to Human Neuromusculoskeletal System,” of my book
Applied Biomechatronics Using Mathematical Models [22].

Each neural unit relates to many others, and links can
enhance or inhibit the activation state of adjoining neural
units. Each individual neural unit computes using sum-
mation and activation function, as shown in the upper
region of Fig. 1.6A. One brain neuron is connected from
axon terminals to dendrites of the next neuron in a pro-
cess known as “type 1 synapse.” Similarly, an “ANN is a
massive parallel distributed processor” that has a natural
propensity for storing experiential knowledge and mak-
ing it available for use, as indicated in the lower region
of Fig. 1.6B. It resembles the brain in two respects [23]:
“Learning process” and “Interconnection strengths,”
where:

® “Learning process” is the way that the knowledge is
acquired by an “ANN.” “Learning” is a process in
which the parameters such as the “synaptic weight’
indicated, such as w, in Fig. 1.6B, and “bias levels” of

Typel
Synapse

Inputs Hidden layer 1 Hidden layer 2 Output
wil RS ~~ P N
- ~ " m b
(B) ANNs ®\ + 2}
wz >+ 12
k=0 o k=0 -~
: wn stmil ~"Activation sum2 Activation
functionl function2

FIGURE 1.6 Artificial Neural Network (ANN) is an algorithm based on how the human brain and the human nervous systems works. Analogy: (A)
two brain neurons are joined through the type I synapse versus (B) two ANNs.
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a neural network are adapted through a continuous
process of stimulation by the environment in which
the network is embedded. The basic learning processes
can be basically of two types: “Supervised learning”
and “unsupervised learning.”

® “Interconnection strengths” in an “ANN” are similar to
the “synaptic human weight in the brain, which are
used to store the knowledge.” There may be a “thresh-
old function or limiting function” on each connection
and on the unit, itself, such that the signal must sur-
pass the limit before propagating to other neurons.

The main advantage is that the “ANN” can be “self-
learning” as an “unsupervised network,” or trained as a
“supervised network,” rather than explicitly programmed,
and used in areas where the solution or feature detection
is difficult to express in a traditional computer program.
The main disadvantage of “learning algorithms as ANN is
that they may require an exponential number of iterations
with respect to the number of weights until a solution to a
learning task is found.” This means more processing time
to obtain the desired solution [24].

There is not standard definition to classify the different
types of available “ANN” based on different approaches,
such as architectures and other characteristics. For the pur-
pose of “ANNs” study, they are separated in this book based
on the “methodology to process the information on the neu-

“Feed Forward Neural Network,” “Backpropagation
Neural Networks,” “Recurrent Neural Networks,” “Memory
Augmented Neural Networks,” “Modular Neural Networks,”
and “Evolutionary Neural Networks”.

1.5.3 Feed forward neural network

“Feed Forward Neural Network” implies a signal that can
only be fed forward, meaning the absence of recurrent or
feedback connections. Where the data path is only for-
ward facing, no backward feed connections between neu-
rons are present. Some frequently used examples of
“Feed Forward Neural Network” are shown in Fig. 1.8,
and these are:

“Perceptron (P),” “MultiLayer Perceptron’s (MLP) or
Feed Forward Neural Network (FFN) or Deep Feed
Forward Network (DFF),” “Radial Basis Network
(RBF),” “Probabilistic neural network (PNN)”, Extreme
Learning Machine (ELM), and others.

® “Perceptron (P)” is usually a single layer neural net-
work; it is used to classify the data into two parts.
Therefore it is also known as a “Linear Binary
Classifier.” Tt is used in “supervised learning” and
helps to “classify” the given input data.

The “Perceptron (P)” is studied in more detail in

rons (nodes) to achieve their decisions in the outputs”. Section 5.2.1.
These are of six different types, as indicated in Fig. 1.7:
(™~ Feed Forward Network
implies signal that can only be fed forward, meaning the absence .__,

of recurrent or feedback connections

Backpropagation Networks

Recurrent Neural Networks

ANN _J

Types Memory augmented Neural Networks

network, allowing learn to reason.
Modular Neural Networks

Evolutionary Deep Neural Networks

~—
Back-fed
®|npu" ® Innut

implies that the signal propagate from the input data forward through its parameters
towards the decision, and then propagates information about the error in reverse

Implies the use of recurrent or feedback connections between
neurons. Such networks are Turing complete, in the sense that
they can learn any function, spatial + temporal functions "

- #77
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a-\‘\
Or memory networks in short. implies the use of memory blocks hooked up to a neural FAS ‘\‘
-
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implies all new ways to automate features engineering needed and new architectures
designs based on observationsin how the human brain process, access, analyze, deduct
and reason. It appliesnew technologies as they become available.
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FIGURE 1.7 Artificial Neural Network types based on the way data are processed in neurons (node).
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—

Feed Forward Perceptron (P)

Network
implies signal Classifier
that can only be

fed forward,

meaning the
absence of
recurrent or
feedback
connections

Multi-laver perceptron (MLP)

Radial Basis Function Network (RBF)
—

-,

Probabilistic Neural Network (PNN)
( ) Input

- "'\-‘
f Hidden
~———

@ Qutput

Extreme Learning Machine (ELM)

FIGURE 1.8 Examples of ANNs as Feed Forward Networks.

“Multilayer perceptron (MLP)” also called “Feed for-
ward Neural Network (FFN)” is when the network has
three or more hidden layers. In “MLP,” the percep-
trons are arranged in layers, with the first layer taking
in inputs and the last layer producing outputs. The
middle layers have no connection with the external
world, and hence are called hidden layers. The goal of
a “MLP” is to approximate some function ‘f*(x).”’
For example, for a classifier, ‘‘y =f*(x)"’ maps an
input “x” to a category “‘y.” Then, an “MLP” defines a
mapping “‘y =f(x,0)”’ and learns the value of the
parameters “@” that result in the best function approx-
imation. “MLP” utilizes “supervised learning” that
can distinguish data that are not linearly separable.

The “MLP” is studied in more detail in Section 5.2.2.

“Radial Basis Network (RBF)” can be used in nonlin-
ear classifications and other applications, such as func-
tion approximation. It performs classification by
measuring the input’s similarity to examples from the
training set. Each “RBF neuron” stores a “prototype,”
which is just one of the examples from the training
set. Where the goal is to “classify a new input,” each
“neuron” computes the “Euclidean distance” between
the input and its prototype. If the input more closely

P is usually a single layer neural network, it used to classify the data into two parts: Linear Binary

Here the perceptrons are arranged in layers, with the first layer taking in inputs and the last layer producing
outputs. The middle layers have no connection with the external world, and hence are called hidden layers.
Note: “MLP” is studied in the category of “Feed Forward Network™ nevertheless it has a training step using
“backpropagation algorithmn” this allows to see how an algorithm can take advantages of architecture.

Each RBF neuron stores a “prototype”, it is just one of the examples from the training set, each neuron
\ computes the Euclidean distance between the input and its prototype. The goal is to classify each new

O30
AS

The class probability of a new input data is estimated, and Bayes’ rule is then employed to allocate the
class with highest posterior probability to new input data.

Its structure consists of a single layer of hidden nodes, where the weights between inputs and hidden nodes
__arerandomly assigned and remain constant during training and predicting phases.

resembles the class A prototypes than the class B pro-
totypes, it is classified as class A, and so on. “RBF”
have many applications, such as function approxima-
tion, time series prediction, classification, and system
control.

The “RBF" is studied in more detail in Section 5.2.3.

“Probabilistic Neural Network (PNN)” is a type of
“ANN” derived from the “Bayesian network” [25] and
a statistical algorithm called “Kernel Fisher discrimi-
nant analysis” [26], where the parent “probability dis-
tribution  function (PDF)” of each class is
approximated by a “Parzen window” method and a
nonparametric function. Then, using “PDF” of each
class, the class probability of a new input data is esti-
mated and “Bayes’ rule” is then employed to allocate
the class with highest posterior probability to new
input data. In a “PNN,” the operations are organized
into a “multilayered feed forward network” with four
layers: “Input layer,” “Pattern layer,” “Summation
layer,” and “Output layer.” It is widely used in classi-
fication and pattern recognition problems [27].

The “PNN" is studied in more detail in Section 5.2.4.
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® “Extreme Learning Machine (ELM)” is a method that
is essentially a “single feed forward neural network”;
its structure consists of a single layer of hidden nodes,
where the weights between inputs and hidden nodes
are randomly assigned, this means that it does not
need a learning process to calculate the parameters of
the models, and remains constant during training and
predicting phases. On the contrary, the weights that
connect hidden nodes to outputs can be trained very
fast [28]. The greatest advantage of “EMLs” is that
they are very cheap computationally for implementing
online models [29]. “ELM” is used for pattern classifi-
cation and function approximation.

The “ELM" is studied in more detail in Section 5.2.5.

® And many others that are based on Feed Forward neu-
ral network architecture.

1.5.4 Backpropagation neural network

“Backpropagation neural networks” imply that the signal
propagates from the input data forward through its para-
meters toward the decision, and then propagates informa-
tion about the error in reverse, and thus in this way can
adjust the parameter until finding the smallest error. Some

Backpropagation (~ Auto Encoder (AE)
Networks
implies that Variational Auto Encoder (VAE)

signal propagate
from the input
data forward
towards the
decision, and
then propagates

output from an inputimage
Denoising Aute Encoder (DAE)

frequently used examples of “Backpropagation neural
networks” are shown in Fig. 1.9: “Auto Encoder (AE),”
“Variational Auto Encoder (VAE),” “Denoising Auto
Encoder (DAE),” “Sparse Auto Encoder (SAE),” “Deep
Convolution Network (DCN) or ConvNet (CNN),”
“Deconvolutional Network (DN),” “Deep Convolutional
Inverse  Graphics Network (DCIGN),” “Generative
Adversarial Network (GAN),” “Deep Residual Network
(DRN), or Deep ResNet” and others.

® “Auto Encoder (AE)” is an “unsupervised artificial neu-
ral network” that learns how to efficiently compress
and “encode data from images, and how to reconstruct
the data back from the reduced encoded representa-
tion” to a representation that is as close to the original
input as possible. “Auto Encoder,” by design, reduces
data dimensions by learning how to ignore the noise in
data and images [30]. “AE” consists of four main parts:
(1) “Encoder” is where the model learns to reduce input
dimensions and compress input data; (2) “Bottleneck”
is a layer that contains the compress representation of
the input data of images; (3) “Decoder” is where the
model learn to reconstruct data from the encoded repre-
sentation, and (4) “Reconstruction loss” is a method
that measures the decoder and how outputs compare to
the original data.

Note: An “Auto Encoder Neural Network (AE)” is
an unsupervised learning or feature learning that has

_ compress and encode data from imagens, and how to reconstruct the data back

_ uses the mput to encoder, then compress and finally decoder, objectiveis generating variationsin

_ solves the problem known as “Identify Function” by corrupting data on purpose by randomly
turning some of input values to zero

Sparse Aute Encoder (SAE)/ Stacked Auto Encoder

_ consist several layers of sparse autoencoders where output of each hidden layer is connected to

_ in input image, assign learnable weights and biases to various aspects/objects in image to be able to

_ performs an inverse convolution model, with its more frequent application is for object recognition

information
about the error input of the successive hidden layer
inreverse =< Deep Convolution Network (DCN)
diff. one from the other.
. Deconvolutional Network (DN)
%‘“p in imagens.
L T Deep Convolutional Inverse Graphics Network (DCIGN)

{  JHidden

@ Output

_ learn an interpretable representation of images

Generative Adversarial Network (GAN)
_ able to generate new content form the mput of random variables

Deep Residual Network (DRN)

_ uses residual learning framework to preserve inputs/accuracy using many layers.

FIGURE 1.9 Examples of ANNs as backpropagation networks.
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“Encoders” and “Decoders,” they are “feed forward
NN but applies backpropagation algorithms,” for set-
ting the target values to be equal to the inputs, that is,

for “y(i) = x(i).”

The “AE” is studied in more detail in Section 5.4.1.

“Variational Auto Encoders (VAE)” are powerful gen-
erative models, with diverse applications: from gener-
ating fake human faces, to producing purely synthetic
music. VAE uses the input to the encoder, then com-
press and finally decoder, its objective is to replicate
the same image from the input in the output. In gener-
ative models, the objective is to generate variations in
the output from an input image.

The “VAE" is studied in more detail in Section 5.4.2.

“Denoising Auto Encoder (DAE)” solves the problem
known as “Identify Function®” by corrupting the data
on purpose by randomly turning some of the input
values to zero. In general, the percentage of input
nodes that are set to zero is about 50%. When calcu-
lating the “Loss function,” it is important to compare
the output values with the original input, not with the
corrupted input. This way, the risk of learning the
identity function instead of extracting features is
eliminated [31].

Note*: Identify Function or “Null Function” is
present in neural network when there are more nodes
in the hidden layer than there are in the inputs, this
issue could limited the mathematical learning of
important behaviors to obtain a useful AI model

The “DAE" is studied in more detail in Section 5.4.3.

“Sparse Auto Encoder (SAE)” consists of a single hid-
den layer, which is connected to the input vector by a
weight matrix forming the encoding step. The hidden
layer then outputs to a reconstruction vector, using a
tied weight matrix to form the decoder. “A stacked
auto encoder” is a neural network consisting of several
layers of “sparse autoencoders” where the output of
each hidden layer is connected to the input of the suc-
cessive hidden layer [32]. “Stacked auto encoder”
improves accuracy in deep learning with noisy autoen-
coders embedded in the layers. Stacked auto encoders
are used for many medical science purposes, such as

“P300 Component Detection and Classification of 3D
Spine Models in Adolescent Idiopathic Scoliosis,”
where, the “classification” of the rich and complex
variability of spinal deformities is critical for compari-
sons between treatments and for long-term patient
follow-ups.

The “SAE" is studied in more detail in Section 5.4 .4.

“Deep Convolution Network (DCN) or ConvNet
(CNN)” is a class of “deep neural networks,” most
applied to analyzing visual imagery. “DCN” can take
in an input image, assign importance using learnable
weights and biases to various aspects/objects in the
image, and be able to differentiate one from the
other. A “ConvNet” architecture is in the simplest
case a list of layers that transform the image volume
into an output volume. The preprocessing required in
a “ConvNet” is much lower as compared to other
classification algorithms. “CNNs” are regularized
versions of multilayer perceptrons that are fully con-
nected networks, that is, each neuron in one layer is
connected to all neurons in the next layer. In the clas-
sical backpropagation algorithm, the weights are
changed according to the gradient descent direction
of an error surface [33]. The architecture of a
“ConvNet” is analogous to that of the connectivity
pattern of neurons in the human brain and was
inspired by the organization of the visual cortex.
Individual neurons respond to stimuli only in a
restricted region of the visual field known as the
“Receptive Field.” A collection of such fields over-
laps to cover the entire visual area. “DCN” are used
in applications for image and video recognition,
image analysis and classification, media recreation,
recommendation systems, natural language proces-
sing, etc. [34,35].

The “DCN" is studied in more detail in Section 5.4.5.

® Deconvolutional Network (DN) also known as

“deconvs” or “transposed convolutional neural net-
works.” “DN” is a neural network that performs an
“inverse convolution model’; its most frequent appli-
cation is for object recognition in images. “DN” is
an “unsupervised construction of hierarchical image
representation learning” of mid- and high-level
image representation, this can be achieved using fea-
ture hierarchy from alternative layers of “convolu-

tional sparse coding or deconvolution’; it is a method
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for learning by shift-invariant dictionaries in image
and “max pooling” as a sample-based discretization
process [36].

The “DN" is studied in more detail in Section 5.4.6.

“Deep Convolutional Inverse Graphics Network
(DCIGN)” has the objective to learn an interpretable
representation of images that is disentangled with
respect to various transformations such as object out-
of-plane rotations, lighting variations, and texture. The
“DCIGN model” is composed of “multiple layers of
convolution and deconvolution operators” and is
trained using the “Stochastic Gradient Variational
Bayes (SGVB)” algorithm [37].

The “DCIGN" is studied in more detail in Section 5.4.7.

“Generative Adversarial Networks (GAN) belong to
the set of “generative models.” It means that they are
able to produce/to generate new content form the input
of random variables, then a generative network is
trained to maximize the final classification error, the
results are a generated distribution, and finally a dis-
criminate network is trained to minimize the final clas-
sification error that is used as a reference metric for
both networks [38].

The “GAN" is studied in more detail in Section 5.4.8.

“Deep Residual Network (DRN) or Deep ResNet” is a
“neural network using a residual learning framework”
that preserves inputs and improves accuracy using
many layers. “Deep ResNet” architecture “holds many
staked layers including convolutional, pooling, and
fully connected.” This network has a “skip function”
that reduces the number of times a linear function is
used to achieve an output creating “residual block”
that eliminates the “varnished gradients,” so that when
a gradient becomes very small, even a very big change
in the input will not affect the output as desired;
and “exploding gradients” so that when a gradient
becomes exponentially big, the algorithm can no lon-
ger be used to train the model. “DRN” are often used
for image recognition applications.

The “DRN" is studied in more detail in Section 5.4.9.

® And many others that use “Backpropagation neural
networks” architecture.

1.5.5 Recurrent neural networks

“Recurrent neural networks” imply the use recurrent or
feedback connections between neurons. Such networks
are “Turing complete,” in the sense that they can learn
any function, spatial + temporal functions. Some fre-
quently used examples of “Recurrent neural networks”
are shown in Fig. 1.10, these are: “Recurrent Neural
Network (RNN) vanilla,” “Long/short-term memory
(LSTM),” “Gated recurrent unit (GRU) networks,”
“Recurrent convolutional neural networks (RCNN),”
“Hopfield Network (HN),” “Boltzmann Machine (BM),”
“Restricted Boltzmann Machine (RBM),” “Liquid State
Machine (LSM),” “Echo State Network (ESN),”
“Korhonen Network (KEN),” and many more. Where:

® “Recurrent Neural Network (RNN) vanilla” takes the
previous output or hidden states as inputs. The com-
posite input at time “#” has some historical information
about the happening at time 7 <t.

The “RNN vanilla” is studied in more detail in

Section 6.2.1.

® “Long/Short-Term Memory (LSTM)” is a special
“RNN” capable of learning long-term dependencies,
simulating in its feedback connections a ‘“general-
purpose computer.” It can be used for classifying, pro-
cessing, and predictions. The “LSTM” process uses
single data points, such as images to sequences of data
as text, speech, audio, and video [39]. “LSTM gates”
have three types of memory cells: “Forget Gate” that
decides what information to discard from the cell;
“Input Gate” that decides which values from the input
to update the memory state; and “Output Gate” that
decides what to output based on input and the memory
of the cell [40].

The “LSTM" is studied in more detail in Section 6.2.2.

® “Gated Recurrent Unit (GRU)” is a “variant RNN”
like an “LSTM” unit but “without an output gate using
a gating mechanism.” A “GRU” can be considered a
specific variation of an “LSTM” unit because both
have a similar design and produce equal results
in some cases. “GRU” uses a gating mechanism to
control and manage the flow of information between
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FIGURE 1.10 Examples of ANN as Recurrent neural networks.

cells in the neural network. “GRUs” can solve the
“vanishing gradient problem™” by using an “update
gate” and a “reset gate.” The “update gate” controls
information that flows into the memory, and the “reset
gate” controls the information that flows out of the
memory. The “update gate and reset gate” are two
vectors that decide which information will get passed
on to the output. They can be trained to keep informa-
tion from the past or remove information that is irrele-
vant to the prediction.

Note*: The vanishing gradient problem occurs
when the calculated partial derivatives are used
to compute the gradient as one goes deeper into the
network. Since the gradients control how much
the network learns during training, if the gradients are
very small or zero, then little to no training can take
place, leading to poor predictive performance.

The “GRU” is studied in more detail in Section 6.2.3.

“Recurrent convolutional neural network (RCNN)” is
a “convolutional neural network that includes lateral
and feedback connections.” Feed forward neural net-
works provide the dominant model of how the brain
performs visual object recognition. However, these

_ consists of a large collection of nodes (neurons) from Spiking Neural Networks.

_inputis feed, forward it and update the neurons for a while and observe the output over time.

Korhonen Network (KN) also knows as Self Organizing Map (SOM)
_ Input is presented to network, after which assesses which of its neurons most closely match that input

networks lack the lateral and feedback connections,
and the resulting “recurrent neuronal dynamics, of the
ventral visual pathway in the human and nonhuman
primate brain” [41].

The “RCNN" is studied in more detail in Section 6.2.4.

“Regional-Convolutional Neural Network (R-CNN)
Object detection in AI Models” is a special kind of stan-
dard “CNN”, it can handle different spatial locations
with different ratios. “R-CNN” can analyze a huge num-
ber of regions, using special methods to avoid long
computational process and powerful hardware. There
are some “Al procedures to resolve this problem,” such
as “Regional-Convolutional Neural Network (R-CNN),”
“Fast R-CNN”, “YOLO” and others.

The “R-CNN" is studied in more detail in Section 6.2.5.

“Hopfield Network (HN)” is a form of “recurrent arti-
ficial neural network” that can reconstruct data after
being fed with corrupt versions of the same data. It
usually works by first learning several binary patterns
and then returning the one that is the most similar to a



given input. It can be described as a network of nodes,
representing neurons that are connected by links; each
unit has one of two states at any point in time and the
vector represents the state of each node. The links rep-
resent the connections between nodes, and they are
symmetric.

The “HN" is studied in more detail in Section 6.2.6.

“Boltzmann Machine (BM)” is a type of “stochastic
recurrent neural network” and Markov random field.”
“BM” is a generative net because it does not expect
input data. It generates data as a “unsupervised
model,” which involves learning a “probability distri-
bution” from an original dataset and using it to make
inferences about never before seen data. “BM” has
an input visible layers and one or several hidden
layers, where everything is connected to everything.
Connections are bidirectional, visible neurons con-
nected to each other and hidden neurons also con-
nected to each other.

The “BM” is studied in more detail in Section 6.2.7.

“Restricted Boltzmann Machine (RBM)” is a variant
of “BM.” “RBM” is a generative “stochastic artificial neu-
ral network” that can “learn a probability distribution”
over its set of inputs. It can be trained in either “super-
vised or unsupervised’ ways, depending on the task.

The “RBM is” studied in more detail in Section 6.2.8.

“Liquid State Machine (LSM)” consists of a large
collection of nodes or neurons from “Spiking Neural
Networks*.” Each node receives time varying input
from external sources as inputs, and from other
nodes, where nodes are randomly connected to each
other. The recurrent nature of the connections turns
the time varying input into a “spatiotemporal pattern
of activations” in the network nodes. The “spatiotem-
poral patterns” of activation are read out by linear
discriminant units. The word “liguid” comes from
the analogy drawn to dropping a stone in water or
other liquid to generate ripples in it. The input simu-
lates the motion of the falling stone, which is con-
verted into a spatiotemporal pattern of liquid
displacement representing the ripples, then the
ripples can be evaluated to understand what is
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happening in the system being studied [42]. Like
other kinds of neural networks, “liquid state
machines and similar builds are based around the
neurobiology of the human brain.” “LSM” has appli-
cations such as speech and audio recognition, image
pattern recognition, music classification, robot path
planning, fingerprint scanners, facial emotion recog-
nition, and others [43].

Note*: Spiking neural networks (SNNs) are artifi-
cial neural networks that more closely mimic natural
neural networks. In addition to neuronal and synaptic
state, SNNs incorporate the concept of time into their
operating model.

The “LSM” is studied in more detail in Section 6.2.9.

“Echo State Network (ESN)” is another type of “recur-
rent neural network (RNN)” using “supervised learn-
ing.” An “ESN” is not organized in a standard set of
layers, it has random connections between the neurons
and the training is different: instead of feeding the
input and calculate the weight and the backpropagat-
ing error used at typical RNN, the input is feed, calcu-
late the weight and update the neurons value for a
while to observe the output that change over time in a
special a “dynamic reservoir” [44].

The “ESN" is” studied in more detail in Section 6.2.10.

“Korhonen Network (KN), also known as Self
Organizing Map (SOM),” is a type of “artificial neural
network (ANN)” used as “unsupervised learning” for
classification. Input is presented to the network, after
which the network assesses which of its neurons most
closely match that input. They use a neighborhood
function to preserve the topological properties of the
input space. These neurons are then adjusted to match
the input even better, dragging along their neighbors
in the process. How much the neighbors are moved
depends on the distance of the neighbors to the best
matching units [45]. It seems to be the most natural
way of learning, which is used in our brains, where no
patterns are defined.

The “KN” is studied in more detail in Section 6.2.11.

And many others that use “Recurrent neural networks
architecture.”
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1.5.6 Memory augmented neural networks

“Memory augmented neural networks” or “memory net-
works” in short “imply the use of memory blocks hooked up
to a neural network, allowing the learning to reason.” Some
examples are shown in Fig. 1.11: Neural Turing machines
(NTM), Differentiable Neural Computers (DNC), where:

FIGURE 1.11

“Neural Turing Machine (NTM)” is the first application
of “DL to extend the capabilities of ANN by coupling
them to external memory’; it is based on “RNN” cou-
pled with external memory resources which they can
interact with by attentional processes. The combined
system is analogous to a “Turing Machine or Von
Neumann architecture but is differentiable end-to-end,”
allowing it to be efficiently trained with “gradient
descent*”” Results demonstrate that “NTMs” can
infer simple algorithms such as copying, sorting, and
associative recall from input and output examples.
Experiments demonstrate that “NTMs” are capable of
learning simple algorithms and are capable of generaliz-
ing beyond the training regime [46].

Note*: Gradient descent method uses a feedback
loop to adjust the model based on the error it observes
between its predicted output and the actual output.

The “NTM" is studied in more detail in Section 6.3.1.
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“Differentiable Neural Computers (DNC)” use a form of
“memory augmented neural network that can learn using
its memory to answer complex questions related of struc-
tured data, maps, trees, etc.” The controller of the “DNC”
can read/write from multiple locations in memory.
Memory can be searched based on the content of each
location, or the associative temporal links can be followed
forward and backward to recall information written in
sequence or in reverse. The read-out information can be
used to produce answers to questions or actions to take in
an environment [47]. “The idea is to take the classical
Von Neumann computer architecture and replace the
CPU with an RNN, which learns when and what to read
from the random-access memory (RAM)” [48].

The “DNC” is studied in more detail in Section 6.3.2.

And others that are in research and use “Memory aug-
mented neural networks architectures.”

1.5.7 Modular neural networks

“Modular Neural Networks” implies the use of “a collec-
tion of different networks working independently or depen-
dently and contributing toward the output.” Each “neural
network has a set of inputs which are unique compared to
other networks constructing and performing subtasks.”

Differentiable Neural Computers (DNC)

_based on RNN coupled with external memory resources which they can interact with by attentional
processes. The combined system is analogous to a Turing Machine or Von Neumann architecture but is

differentiable end-to-end, allowing it to be efficiently trained with gradient descent

_uses a_form of memory-augmented neural network that can learn using its memory to answer
complex questions related of structured data, maps, trees, etc. The controller of the DNC can

read/write from multiple locations in memory
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FIGURE 1.12 Examples of (left) Modular Neural Networks and (right) Evolutionary Deep Neural Networks.

If they are independent, these networks do not interact or
signal each other in accomplishing the tasks and can break-
down a large computational process into smaller compo-
nents decreasing the complexity. This breakdown will help
in decreasing the number of connections and negates the
interaction of these networks with each other, which in turn
will increase the computation speed. If the networks are
dependent, one network complements the work of the
other. Some examples are shown in Fig. 1.12:

® “Deep Belief Networks (DBN)” are composed of layers
of “RBMs” networks for the pretrain phase and then a
“FFN” for the fine-tune phase, in which each RBM
layer communicates with the previous and subsequent
layers, but the nodes of any single layer do not com-
municate with each other laterally. DBN can be used
as a classifier if ending with a Softmax* layer or as
unsupervised learning otherwise. DBN are used to rec-
ognize, cluster, and generate images, video sequences,
and motion-capture data.
Note*: Softmax function takes an input as a vector of
K real numbers and normalizes it into a probability dis-
tribution consisting of K probabilities. The input vectors
that could contain negative, or greater than 1 values are
converted to components in the interval (0,1), and they
will add up to 1, representing probabilities values.

The “DBN" is studied in more detail in Section 6.4.1.

® And others that are currently in research and use Modular
Neural Networks architecture in different applications,
such as biological, psychological, hardware, computa-
tional, multimodule decision-making strategies, etc.

1.5.8 Evolutionary deep neural networks

“Evolutionary Deep Neural Networks” imply all new
architectures for “ANN” with the purpose of automate fea-
tures engineering needed, typically are “newdesigns based
on observations in how the human brain process, access,
analyze, deduct and reason applying new technologies as
they become available.” Examples are:

® “Capsule Networks (CapsNet)” are biology inspired
alternatives to pooling, where neurons are connected
with multiple weights using a numeric vector instead
of just one weight as scalar. This method uses new
concept, such as “capsules” that perform some quite
complicated internal computations on their inputs and
then encapsulate the results of these computations into
a small vector of highly informative data, “dynamic
routing between capsules algorithm” that allows cap-
sules to communicate with each other and create
representations similar to scene graphs in computer
graphics. The “CapsNet” has 2 parts: “encoder” and
“decoder.” The first three layers are “encoders,” and
the second three are “decoders.” “CapsNet” uses a lot
of computational resources of “GPU” type and it can
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be used to obtain a better model hierarchical relation-
ship, and to more “closely mimic biological neural
organization” [49].

The “CapsNet” is studied in more detail in Section 6.5.1.

® “Artention networks (AN)” use an “attention mecha-
nism” to combat information decay by separately
storing previous network states and switching atten-
tion between the states. The hidden states of each
iteration in the encoding layers are stored in memory
cells. The “decoding layers are connected to the
encoding layers, but it also receive data from the
memory cells filtered by an attention context.” This
filtering step adds context for the decoding layers
stressing the importance of features. The “AN” pro-
ducing this context is trained using the error signal
from the output of decoding layer. Moreover, the
“attention context can be visualized giving valuable
insight into which input features correspond with
what output features.” “AN” also includes the “frans-
former architecture” [50]. “AN” has the objective of
accomplishing “text classification” based on “words
make sentences and sentences make documents”; it
uses “stacked recurrent neural networks” at the word
level followed by an “attention model” to extract
such words that are important to the meaning of the
sentence and aggregate the representation of those
informative words to form a sentence vector. Then
the same procedure is applied to the derived sentence
vectors which then generate a vector that conceives
the meaning of the given document and that vector
can be passed further for text classification [51].

The “AN" is studied in more detail in Section 6.5.2.

® And others that are currently being researched and use
Evolutionary Deep Neural Networks

ANN types will be studied with examples and exercises in
Chapter 5, “Deep Learning Models Principles Applied to
Biomedical Engineering,” and Chapter 6, “Deep Learning
Models Evolution Applied to Biomedical Engineering.”

1.6 Cognitive science

“Cognitive science (CoSi)” is the “interdisciplinary scien-
tific study of the mind and its processes.” “CoSi” examines
the nature, tasks, and the functions of human cognition as

the process of acquiring knowledge and understanding
through thought, experience, and the senses. “CoSi” as the
objective of develop theories about human: perception,
action, memory, attention, reasoning, decision-making, lan-
guage use, and learning. To achieve these goals uses a mul-
tidiscipline science, such as “Philosophy,” “Psychology,”
“Anthropology,” “Biology,” “Computer Science through
Artificial Intelligence,” “Linguistics,” ‘“Neuroscience,”
“Education,” and “Mathematics.” Where their relationship
with cognition can be explained as follow:

® “Philosophy” studies the fundamental nature of knowl-
edge, reality, and existence, while “cognition studies
the intelligence mind.”

® “Psychology” studies the human mind and its function,
while “cognitive psychology tries to make functional
models of the mind.”

® “Anthropology” studies the human societies, their cul-
tures, and their development. It is complemented by
the “cognition interest in evolution, social groups,
communications and culture.”

® “Biology” studies the living organism and “cognition
focuses on the survival of organisms and species.”

® “Computer Science through Artificial Intelligence”
focuses on obtaining computational models using pro-
cesses that include learning, reasoning, and self-
correction. “Al applies algorithms that can automati-
cally learn and improve from experience without being
explicitly programmed, in other words, the Al applica-
tions are cognitive themselves.”

® “Linguistics” studies the use of language to represent
information, and “cognition is related to the represen-
tation and manipulation of the information.”

® “Neuroscience” studies the development and function
of the nervous system, which includes the brain, spinal
cord, and nerve cells throughout the body. While
“cognition covers the relationship between the mind
and the brain.”

® “Education” is the process of receiving or giving system-
atic instruction. While “cognitive science is related to
the research and finding of ways to improve education.”

® “Mathematics” is the abstract science of number, quantity,
and space. While “cognitive science can explain the nature
of mathematical thinking to analyze cognitive models.”

“Cognitive Science (CoSi) is applied with Cognitive
Computing (CC),” which has the “main objective of simulat-
ing the human thought process in an Al computerized
mode with learning and reasoning.” It uses “self-learning”
algorithms of “ML” and “DL,” and applies data mining, pat-
tern recognition, natural language processing, and other
techniques that will allow a computer system to mimic the
how the human brain works. These concepts are introduced

(Continued)
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(Continued)

in Chapter 2, “Introduction to Cognitive Science, Cognitive
Computing, and Human Cognitive Relation to Help in the
Solution of Al Biomedical Engineering Problems,” and
Chapter 7, “Cognitive Learning and Reasoning Models
Applied to Biomedical Engineering.”

1.6.1 Cognitive computing

“Cognitive Computing (CC)” also known as “Cognitive
Technology is a subfield of Al that allows us to analyze
human cognition using computerized Al models of learn-
ing and reasoning to represent the processes studied in
cognitive science.” “CC” helps humans to make better
decisions with the help of smart machines based on
“CoSi” that study the human brain and how it functions.

This book proposes the concept of “Cognitive Computing as Al
learning and reasoning” that allows evaluate human cognitive
status and assist humans in their decision-making process under
learning and reasoning algorithms. “Cognitive Computing
(CC)”is based on many Al self-learning algorithms and language
tools relying in multidiscipline that need apply different fields
and methods as data mining, pattern recognition, classification,
prediction and others as Natural Language Processing, images

“CC” makes use of a number of technological resources
to create “Cognitive Computing Agents Systems”; these are
complete powerful computer systems locally and distrib-
uted in the cloud, that have the objective to integrate
complex human interactions for human-like analysis.
“Cognitive computing agents” have the following charac-
teristics: speak and understand fluent human language,
learn, and self-learn, cognitive analysis, make decisions,
make predictions, and many other intelligent functions
[52]. There are many architectural frameworks proposed
for “Cognitive Computing Agents Systems,” such as SOAR,
ACT-R, NARS, CLARION, LIDA, EPIC, MDB,
COGPRIME, eBICA, MILECOGs, and others. The pro-
posed general architecture framework for a “Al-Cognitive
Computing Agents Systems (CCAS)” is shown in Fig. 1.13,
and includes the following 13 modules: “signal recognition
instruments for speech, vision, and imaging bioinstru-
ments,” “‘cognitive detection of human-like abilities,”

analysis to collect information to feed themselves on, and
special computer systems for cognitive data processing. This Al
system must understand natural language and interact with the
humans in a more natural way based on human cognition,
with the ability to understand, grasp, and reason all collected
cognitive information. For this goal is propose a proposed a
"General Architecture framework of Al-Cognitive applying
Computing Agents System (AI-CCAS)" as shown in Fig. 1.13.
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99 ¢

“cognitive computing applying Al technologies,” “cognitive
models obtainment,” ‘“‘cognitive evaluations of human
functionalities,” “inference engine,” “knowledge storage Al
database (KSAIDB),” “action generation,” and “output
devices for signal generation: speech generation, image
generation and motion generation.”

1.6.2 Signal recognition instruments*

Many inputs devices for signal recognition can be con-
nected to the “Cognitive Computing Agents,” the more
frequently are “speech recognition,” “vison recognition,”
and “biomedical instruments.”

® “Speech recognition or Speech to text” is an interdisci-
plinary subfield of computational linguistics that has
methodologies and technologies that enables the rec-
ognition and translation of spoken language into text
by computers. The “speech capture” is made using
microphones, besides this technology is being used to
replace other methods of input like typing, clicking, or
selecting in other ways.

The “Speech recognition or Speech to text” is studied in
more detail in Section 2.6.5.

® “Vision recognition” also known as “computer
vision” is an interdisciplinary scientific field that
deals with how computers can be made to gain high-
level understanding from digital images or videos.
“Computer vision” tasks include methods for acquir-
ing, processing, analyzing, and understanding digital
images, and extraction of high-dimensional data from
the real world in order to produce text, numerical
or symbolic information. The vision is captured by
devices as cameras for recording visual images in
form of photographs, scanning documents, or video
signals.

The “Vision recognition” is studied in more detail in
Section 5.4.5 and Section 6.2.5.

® “Biomedical instruments” are a subbranch of
“biomedical engineering.” Mainly focuses on how
electronics equipment can capture and measure
physiological patient data. Basically, they are for
diagnostic biomedical using instruments, such as
“Electrocardiogram (ECG)” for monitoring cardiac
waves, “Electroencephalogram (EEG)” for monitoring
electrical activity of the brain, “Electromyography
(EMG)” for monitoring electrical muscle activity,
“Electrooculography (EOG)” for monitoring eye

movement, “glucometers” for monitoring blood sugar
levels, images diagnostic bioinstruments as “X-Rays,”
“magnetic resonance imaging (MRI)” that creates
detailed images of organs and tissues, ‘“computed
tomography (CT)” that creates pictures of organs,
bones, and other tissues, etc.

Many “Biomedical instruments” are studied with more
detail in my previous book “Applied Biomechatronics Using
Mathematical Models” [2].

1.6.3 Cognitive detection of human-like abilities*

To create a “Al-cognitive human model” is necessary to
include in its design the “cognitive human-like abilities”

as  [53]:  “Perception,”  “Attention,”  “Learning,”
“Memory,” “Reasoning,” “Action,” “Emotions,” “Social
Interaction,” “Planning,” “Motivation,” “Actuation,”

“Communication,” etc. Where each one can be evaluated
in different aspects as:

® Perception: Vision, Smell, Touch, Taste, Audition,
Cross-modal, Proprioception, others.

® Attention: Visual, Auditory, Social, Behavioral, others.

® [earning: Imitation, Reinforcement, Dialogic, Media-
Oriented, Experimentation, others.

® Memory: Working, Episodic, Implicit, Semantic,
Procedural, others.

® Reasoning: Induction, Deduction, Abduction,
Physical, Causal, Associational, others.

® FEmotion: Perceived, Expressed, Control,

Understanding, Sympathy, Empathy, others.

® Social Interaction: Communication, Social Inference,
Cooperation, Competition, Relationship, others.

® Planning: Tactical, Strategic, Physical, others.

® Motivation: Subgoal creation, Affected based,
Deferred, Gratification, Altruism, others.

® Actuation: Physical Skills, Tool use, Navigation, others.

® Communication: Verbal, Gestural, Musical, Language
Acquisition, Cross-modal, others.

“Cognitive detection of human-like abilities” is studied
in more detail in Chapter 7, Cognitive Learning and
Reasoning Models Applied to Biomedical Engineering.

1.6.4 Cognitive computing applying Al
technologies*
“Al technologies” that are required for a computer

system or robot to build cognitive models that mimic
human thought processes may include: “machine
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learning,” “deep learning,” “speech processing,” “natu-
ral language processing,” “sentiment analysis,” “seman-
tic web,” “knowledge and data mining,” ‘“cognitive

computing,” and many other “Al technologies.” Where:

® “Machine Learning (ML)’ is a subset of “Al”’ that pro-
vides systems with the ability to automatically learned
and improve from experience without being explicitly
programmed.

Note: ML will be explained with more details including
examples and exercise in Chapter 4, “Machine Learning
Models Applied to Biomedical Engineering,” of this book.

® “Deep Learning (DL)” is a subset of “ML,” in which
an “Al model learns to perform classifications task
directly from images, text and sound.” “DL” is usually
implemented using an “artificial neural network
(ANN)” architecture.

Note: DL will be explained with more details including
examples and exercise on Chapter 5, “Deep Learning
Models Principles Applied to Biomedical Engineering,”
and Chapter 6, “Deep Learning Models Evolution
Applied to Biomedical Engineering,” of this book.

® “Speech Processing” is the study of speech signals
and the computer processing methods of these signals
in a digital representation. Aspects of speech proces-
sing includes the acquisition, manipulation, storage,
transfer, and output of speech signals.

“Speech Processing” is studied in more detail in
Chapter 2, Introduction to Cognitive Science, Cognitive
Computing, and Human Cognitive Relation to Help in
the Solution of Al Biomedical Engineering Problems,
and Chapter 3, Cognitive Learning and Reasoning
Models Applied to Biomedical Engineering.

® “Natural Language Processing (NLP)” is the use of
computers to generate and/or understand written and
spoken language for some practical purpose: machine
translation, natural language queries, conversing with
machines, and so on.

“Natural Language Processing (NLP)” is studied in more
detail in Chapter 2, Introduction to Cognitive Science,
Cognitive Computing and Human Cognitive Relation to
Help in the Solution of Al Biomedical Engineering

(Continued)

(Continued)

Problems, and Chapter 7, Cognitive Learning and
Reasoning Models Applied to Biomedical Engineering.

® “Sentiment Analysis” is the process of computationally
identifying and categorizing opinions expressed in a
piece of text, especially in order to determine whether
the writer’s attitude towards a particular topic, prod-
uct, etc. is positive, negative, or neutral.

“Sentiment Analysis” is studied in more detail in

Section 7.7.

® “Semantic Web” is an extended version of the existing
“World Wide Web” through standards, and it repre-
sents an effective means of data representation in the
form of a globally linked database. By supporting the
inclusion of semantic content in “Web pages,” the
“Semantic Web” targets the conversion of the pres-
ently available Web of unstructured documents to a
Web of information/data.

“Semantic Web"” is studied in more detail in Chapter 2,
Introduction  to  Cognitive  Science,  Cognitive
Computing, and Human Cognitive Relation to Help in
the Solution of Al Biomedical Engineering Problems,
and Chapter 7, Cognitive Learning and Reasoning
Models Applied to Biomedical Engineering.

® “Knowledge Discovery and Data Mining” focuses on the
process of extracting meaningful patterns from biomedi-
cal data, technique known as “knowledge discovery,”
using automated computational and statistical tools and
techniques on large datasets using data mining.

“Knowledge Discovery and Data Mining” is studied in
more detail in Chapter 2, Introduction to Cognitive
Science, Cognitive Computing, and Human Cognitive
Relation to Help in the Solution of Al Biomedical
Engineering Problems, and Chapter 7, Cognitive Learning
and Reasoning Models Applied to Biomedical Engineering.

1.6.5 Cognitive model obtainment*

The results obtain from analyzing the input variables of
the “cognitive of human-like abilities” through the appli-
cations of algorithms of “Cognitive Computing,” allow to
obtain a mathematical model that represent the relation-
ship between them, this is known as “Cognitive Al
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Model.” Tt simulates how the patient handle thoughts and
perception captured in the input variables.

See research examples Cognitive model obtainment in
Chapter 7, Cognitive Learning and Reasoning Models
Applied to Biomedical Engineering.

1.6.5.1 Cognitive evaluations of human
functionalities

Creating a specific “cognitive human model,” it must be
based on “special human cognitive functionality factors of
the patients,” such as “gesture recognition,” “speech gener-
ation and understanding,” “information retrieval,” “knowl-
edge formation and extraction,” “‘speed of action to

analyze limitations in different diseases,” and other factors.

See research examples and challenge research projects
of Cognitive model obtainment in Chapter 7, Cognitive Learning
and Reasoning Models Applied to Biomedical Engineering.

1.6.6 Inference engine*

“Inference engine” is a component of the “Architecture
framework of Al and Cognitive Computing Agents System
(AI-CCAS)” that applies logical rules to the knowledge
base to deduct new information. For example: if it com-
pares the data results from the human cognitive model
from healthy people vs the data results of people affected
with diseases or natural ageing that affected their cogni-
tion. Based on these comparisons and the logical rules
generated by the “inference engine,” we will have meth-
ods to “evaluate and classify” steps of the sequence in
steps of “Cognitive declination” in patients.

1.6.6.1 Knowledge storage Al database*

Here all information is stored and allow a random access
from the inference engine during the process of deducing
new information, plus the “Al algorithms” to maintain the
information related as it grows.

See research examples of “Inference engine” in Section 7.3.

1.6.6.2 Action generation*

This module generates all synchronized signals needed in
the output devices generation.

1.6.6.3 Output devices for signal generation*

Many output devices for signal action in the patient can
be used in the “Architecture framework of Al and

Cognitive Computing Agents System (AI-CCAS).” The
more frequently are: “speech generation,” “image genera-
tion,” and “motion generation.”

® “Speech generation or text to speech” are converts
from normal language text into speech; other
systems render symbolic linguistic representations
like phonetic transcriptions. “Synthesized speech”
can be created by concatenating pieces of recorded
speech that are stored in the “knowledge storage
Al database” that are the results obtained from
the inference engine. Usually, it is through speakers’
systems.

See “text to speech” examples at Section 2.6.4.

® “Image generation” are devices that show image
stored or image generated to interact with the patient;
usually they are monitor, or big screen projectors that
can be seen for the patients.

® “Motion generation” are devices using magnetic motor
in systems that net movement displacement as bed,
robotic arm, etc. With the intention to move or give spe-
cific motion resistance or motion exercise to patients.

Note*: The General Architecture framework of Al and
Cognitive Computing Agents System (AI-CCAS) is more
deeply study in Chapter 7, “Cognitive Learning and
Reasoning Models Applied to Biomedical Engineering.”

Architecture framework of Al and Cognitive Computing
Agents System (AI-CCAS) is a complete computer systems
that integrate complex human interaction and human-like
analysis, with the purpose of deduct and obtain valid
Cognitive Models for Cognitive Science, these Al Models
simulate how the patient handle thoughts and perception
applying learning and reasoning algorithms from input vari-
ables of the system.

1.7 Neuroscience, cognitive science, and
Al models

“Neuroscience” study the development and function
of the “nervous system,” which includes the “brain,”
“spinal cord,” and “nerve cells” throughout the body.
“Neuroscience” studies how the brain works in terms
of mechanics, functions, and systems in order to create
recognizable behaviors. Neurologists could specialize in
one part of the nervous system, such as neurotransmitters,
neurologic diseases or focus their specialization on spe-
cific behaviors, such as psychiatric disorders. Some major
types of neurological diseases and neurologic lesions
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where cognition can help evaluating the nonmotor neuro-
logical some of them known as cognitive symptoms are
[1]: cerebral palsy, muscular dystrophy, multiple sclerosis,
Parkinson’s disease, traumatic brain injury, brain tumors,
spinal cord injury, and others as shown in Fig. 1.14.
Where:

® “Cerebral palsy (CP)” is a group of permanent disor-
ders that appear in the childhood. “CP” is caused by
abnormal development or damage to the parts of the
brain that control movement, balance, posture and
other areas as sensation, vision, hearing, swallowing,
and speaking. The “CP” basic symptoms can be
divided on “motor,” and “nonmotor”:

o “Typical motor symptoms” vary among people that
include poor coordination, stiff muscles, weak
muscles, and tremors.

o “Frequently nonmotors neurological/cognitive symp-
toms” are intellectual disorders, learning disorders,
attention deficit hyperactivity disorder (ADHD),
behavioral problems, visual/hearing impairments,
speech, and language issues (dysarthria), sensory
impairments/pain, seizures, epilepsy and others.
“CP” can be managed, but there are no solutions

for total cure. The current goal is reducing symptoms @

and limit brain damage, there is hope with stem cell
therapy [54].

® “Muscular dystrophy (MD)” as a group of diseases
that result in increasing weakening and breakdown of
skeletal muscles over time. The disorders differ in

which muscles are primarily affected, degree of weak-

ness, speed of worsening, and when symptoms begin

to affect at the patient. Many people eventually
become unable to walk or develop problems with
other organs. There are several different types of

“muscular dystrophy.” “Muscle weakness” is a hall-

mark of each type. But the symptoms can vary and

start at different ages [55]. The “MD basic symptoms
can be divided in motor and nonmotor’:

o “Typical motor symptoms” are: trouble walking,
difficult raising the front of their foot (known as
foot droop), frequently falling, curved spine (scoli-
osis), swallowing problems, with time they become
weaker and weaker, losing the ability to sit, walk,
and lift objects. Because the disease can also affect
muscles in the heart and lungs, shortness of breath
and abnormal heart rhythms can occur.

o “Frequently  nonmotor  neurological/cognitive
symptoms” are mild intellectual impairment, learn-
ing disabilities, behavioral problems, daytime
sleepiness, and others.

Actually, there is no cure for MD. Physical ther-
apy, orthotics, and corrective surgery may help with
some symptoms.

“Multiple sclerosis (MS)” is a condition when the insu-

lating covers of nerve cells in the brain and spinal

cords are damaged, this is why is also known as

“demyelinating disease.” This damage impairs the

conduction of signals in the affected nerves, reducing

the conduction ability causing deficiency in sensation,

Stroke
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/
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FIGURE 1.14 Some neurologic diseases with nonmotor cognitive symptoms.
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movement, cognition, or other functions depending on

which nerves are involved [56]. The “MS basic symp-

toms can be motor and nonmotor’:

o “Typical motor symptoms” are stiff muscles and
spasms, sudden involuntary movements known as
spasticity, trouble with walking, some degree of
tremor, or uncontrollable shaking,

o “Frequently  nonmotor  neurological/cognitive
symptoms” are:

—  “Cognitive difficulties” as memory loss, attention
and concentration issues, difficulty processing
information, trouble planning and prioritizing,
and verbal fluency issues (word recall).

—  “Vision problems” as potential blurred vision,
loss of normal color vision, blindness in one
eye, a dark spot in the field of vision, double
vision, and uncontrolled eye movements.

— “Fatigue” from doing simple things, people
with MS may also experience mental fatigue
from depression.

— “Pain” as burning, aching, and tingling “pins
and needles” are also common around the body.

There is not yet a cure for “MS,” there are only
many effective medications to help manage the
disease.

“Parkinson’s disease (PD)” is a progressive nervous

system disorder that affect movement and present

other symptoms, that can be different for everyone
and the exact cause of this damage is still unknown

[57]. The “PD basic symptoms can be motor and

nonmotor”:

o “Typical motor symptoms” are tremors/shaking in
the limbs, rigidity known as “muscle stiffness,”
slowness of movements known as “bradykinesia,”
and postural instability including impaired balance
and/or difficulty standing or walking.

o “Nommotor neurological/cognitive symptoms” are
fatigue, digestive issues, sleep problems, cognitive
changes including memory difficulties, slowed
thinking, confusion, impaired visual-spatial skills
such as getting lost in familiar locations, and
dementia.

Parkinson’s disease cannot be cured, medications
and surgeries might significantly improve their symp-
toms for some time.

“Traumatic brain injury (TBI)” is a complex injury

with a broad spectrum of symptoms. Since the brain

defines who we are, the consequences of a brain injury
can affect all parts of the life “7TBI” patients, including
personality. Injury specific areas of the brain will
cause certain symptoms. For example, injury in the

“frontal lobes” will cause loss of higher “cognitive

functions,” such as loss of inhibition showing inappro-

priate social behavior. If the injury is in the

“cerebellum” then it will cause loss of coordination,
balance, etc. The “TBI basic symptoms can be motor
and nonmotor’:

o “Typical motor symptoms” are loss of conscious-
ness, repeated vomiting or nausea, convulsions or
seizures, weakness in fingers and toes, loss of
coordination, and others.

o “Nonmotor neurological/cognitive symptoms” are
profound confusion, agitation/combativeness or
other unusual behavior, slurred speech, coma and
other disorders of consciousness
No two brain injuries are alike, and the conse-

quences of two similar injuries may be quite different.

Beside the “loss of consciousness (LOC),” commonly

a person does not realize that a brain injury has

occurred, symptoms may appear right away, or may

not be present for days or weeks after the injury.

Recovery is a functional aspect, based on a mechanism

that remains uncertain [58].

“Brain tumors” also known as “intracranial neo-

plasm” occur when abnormal cells form within the

brain. Two types of “brain tumors” exist: “malignant

(cancerous)” and “benign tumors.” The symptoms

vary depending on the part of the brain affected; the

“general signs and symptoms can basic be divided in

two motor and nonmotor [59]:

o “Typical motor symptoms” are present, these could
be headaches, seizures or convolutions, vomiting,
and more specific problems include difficulty in
walking and balance, fatigue, sleep problems,
repetitive movements, and others.

o “Nonmotor neurological/cognitive symptoms” are
changes in sensation, vision, smell, hearing, per-
sonality, memory changes, changes in emotional
state, and more.

Brain tumors treatments are surgery to remove
the brain tumor, radiation therapy applying a high-
powered ray to damage cancer cells and stop them
from growing, and chemotherapy using of drugs to kill
cancer cells.

“Spinal cord injury (SCI)” occurs when signals

between your brain and body are disrupted. These

cause problems such as weakness and paralysis. The
spinal cord is a bundle of nerves carrying signals
back and forth between the body and the brain. The
most common injuries are when pieces of vertebrae
tear cord tissues or press down on the nerve parts that
carry signals, others occur with fractures or disloca-
tion of vertebrae [60]. The lowest normal part of
your “spinal cord” is referred to as the neurological
level of your injury. The severity of the injury is
often called “the completeness” and is classified as
either of the following: “Complete” if all sensory
feeling and all abilities to control movement as a
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motor function are lost below the spinal cord injury,

and “Incomplete.” If “SCI” presents some motor or

sensory function below the affected area. The “gen-
eral signs and symptoms can basic be divided in two
motors and nonmotor’:

o “Typical motor symptoms” are: loss of movements
identified as “tetraplegia or quadriplegia” if a
paralysis is present in trunk, both arms, both
legs and pelvic organs are all affected, and
“Paraplegia” if paralysis is present part of the
trunk, legs and pelvic organs.

o “Nonmotor neurological/cognitive symptoms” are
loss of sensations in hands, fingers, feet or toes,
anxiety, depression, pain, and others.

There is no treatment to reverse damage to the

SCI, but there is hope on stem cell research.

® Others neurologic diseases and lesions as: stroke, dia-
betes mellitus, seizures disorders, Guillain-Barre syn-
drome, Post-Polio syndrome, and many others that
present motor symptoms and nonmotor neurological
or cognitive symptoms.

“Neuroscience” and “Cognitive Science” has help in the
success of today’s “Al” algorithms as “DL” in building a sys-
tem that mirrored the simulations of the human brain
known today as “Artificial Neural Networks (ANNs)” and
“Al" is going to help more applying the Architecture frame-
work of Al-Cognitive Computing Agents System (AI-CCAS)
to evaluate, detect, analyze, classify and forecast nonmotor
neurological/cognitive symptoms present in many neurolog-
ical diseases. In Chapter 7, Cognitive Learning and
Reasoning Models Applied to Biomedical Engineering, see
“Cognitive Learning and its relationship with neuroscience
of reasoning proposed as Cognitive Learning-Reasoning
(CL&R) using Cognitive Computing (CC).”

1.7.1 The near future of neuroscience, cognitive
science, and AI-ML-DL-CC

There is a boom on “DL application using mathematical
algorithms for different types of ANNs” because they are
based on the design of individual neurons that are con-
nected across multiple neurons creating paths for proces-
sing complex concepts. But “ANNs” are still a simplified
model of the biological human brain with the only objec-
tive of detect and classify patterns in images and text, it
acquires knowledge through learning, and stores this
knowledge by adjusting the weights within the network
making this process too slow when multiple layers led to
increase training time and accurate. Then, it is needed to
run “ANNs algorithms” on special powerful processor as
the “Nvidia GPUs” for fast processing and even in some
ANN algorithms are necessary to use high-performance

parallel computing on GPUs as “NVIDIA CUDA.” This
evolution seems to point in the direction of revolutionaries’
new software technologies based in “new Al learning meth-
ods” and “new auto-configurable hardware” needed to
develop “living biohybrid systems.” Some examples are:

® New Al learning software:

o “AI-ML-DL-CC” can be used to better simulating
of brain behaviors, so that “cognitive neuroscien-
tists” can test using “Cognitive Computing Agents
Systems” as the one shown in Fig. 1.13, where their
“Al models” can produce outputs which agree with
the responses given by biological neural networks
to evaluate patients with neurological disorders.

o Associative Structures method can be used as Al
learning model. Where “Associative Structures”
are created by the human brain, when many related
views that a person learns to associate one thing
with another due to a previous experience with it.
With the results, “cognitive psychologists” can
explore ideas of association of ideas that can be
explained in terms of an associative structure tests
evaluated by “Architecture framework of Al-
Cognitive Computing Agents System (AI-CCAS).”

o Connectionism technique can be used studied as
a base for a new Al learning model. Where
“Connectionism” is the theory that all mental pro-
cesses can be described as the operation of inherited
or acquired bonds between stimulus and response
evaluated by “Architecture framework of Al-
Cognitive Computing Agents System (AI-CCAS).”

o Transfer learning also known as Inductive learning
can be further improved applied on AI-ML-DL-
CC, where “Transfer Learning” is when a system
focuses on storing knowledge gained while solving
one problem and apply it to a different related
problem. Some actual examples are the transfer
learning with image data that can be downloaded
and incorporated directly into new models that
expect data input as [61]: Oxford VGG Model
[62], Google Inception Model [63], Microsoft
ResNet Model [64], Caffe Model Zoo [65], the
development of progressive Neural Network for
transfer learning [66], etc.

o And many other new learning models techniques
that are continuously evolving.

® New auto-configurable architecture hardware:

o “Neural network computer” has a computer archi-
tecture in which a number of “Neural Network
Processors (NNP)” are interconnected in a manner
suggestive of the connections between neurons in a
“human brain” with variable software connections
as serial and/or parallel. Where the traditional RAM
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digital memory is replaced by “threshold memory
based on ANN” as the “Neural Turing Machine” or
“Differentiable Neural Computers” or “Liquid State
Machine based on Spiking Neural Network” or
other. “Neural network computer” is able to learn
by a process of trial and error, and many other rea-
soning methods as explained in Chapter 7,
“Cognitive Learning and Reasoning Models Applied
to Biomedical Engineering,” of this book.
Biomolecular computers that use systems of biologi-
cally derived molecules such as “DNA and proteins”
to perform computational calculations involving
storing, retrieving, and processing data. The devel-
opment of biocomputers has been made possible by
the expanding new science of “nanobiotechnology,
as the DNA computers,” that has “biomolecular
components” rather than standard artificial hardware
using silicon chips in computer technology. In place
of traditional binary code, “DNA computing” utilizes
the four-character genetic alphabet, which consists
of: A—Adenine, G—Guanine, C—Cytosine, and T—
Thymine) [67],

“Living biohybrid systems” defined as a system
that have configurable hardware, that can connect
and exchange information between biological sys-
tems, like neurons in the brain, and human-made
electronic to help in “Al models” to develop new
applications needed for Cognitive Science and
Neuroscience [68].

And many others at the development stage as the
Quantum computer. Where Quantum computing is
the amalgam of Physics, Mathematics, and Quantum
Mechanics that exploits the collective properties of
quantum states, such as superposition, interference,
and entanglement, to perform computation. The
devices that perform quantum computations are
known as quantum computers [69].

Cognitive science and neuroscience have evolved over the
years, and recently they have started to intersect. This is very
useful for the development of new Biomedical Engineering
solutions applying tools based on Atrtificial Intelligence—
Machine Learning—Deep Learning—Cognitive Computing (Al-
ML-DL-CC). Their evolution seems to point in the direction of
revolutionary new software technologies based on “new Al
learning methods” and “new auto-configurable hardware,”
such as “neural network computers,” “biomolecular compu-
ters,” “living biohybrid systems,” and others that are currently
in research and development. The concept of “Cognitive
Learning and its relationship with the neuroscience of reason-
ing—proposed as Cognitive Learning-Reasoning (CL&R)—
"will be easier and faster to implement.
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Chapter 2

Introduction to Cognitive Science,
Cognitive Computing, and Human
Cognitive relation to help in the solution
of Artificial Intelligence Biomedical
Engineering problems

2.1 Introduction

The analysis for applying multidisciplinary engineering
principles of medicine and biology for health purposes for
body injuries, illness, and neurological disorders can be
separated by the typical symptoms of these disorders.
They are generally divided into: “motor symptoms related
to movement disorders” and “nonmotor symptoms related
to cognition and no related to movement disorders,’
where:

® “Motor symptoms” are the human body movement dis-
orders of the patients, that can be subclassified as:

“motor” that are directly related to movement, and

“secondary motor” when they are consequences of

movement disorders [1]:

o “Motor*’: tremors (shaking in the limbs), rigidity
(muscle stiffness), bradykinesia (slowness of
movements), postural instability (impaired balance
or difficulty standing or walking), and others.

o “Secondary motor*’: hypomimia (loss of facial
expressions), freezing of gait or shuffling gait,
unwanted accelerations in body movements and
speech, dystonia (involuntary muscle contractions),
speech difficulty, and others.

Note*: The “motor” and “secondary motor” symptoms
were studied in my book [2]: “Applied Biomechatronics
Using Mathematical Models,” which provides an appro-
priate methodology to detect and measure diseases and
injuries relating to human kinematics and kinetics. It fea-
tures mathematical models that, when applied to engineer-
ing principles and techniques in the medical field, can be

used in assistive devices that work with bodily signals. It
is shown Fig. 2.1A.

®  “Nonmotor symptoms” refer to all the other human dis-
orders that are present in patients with body injuries or
neurologic diseases, that are not related to movement
disorders. These “nonmotor symptoms” can be subclas-
sified as: “cognitive changes (affecting the way the
think, behavior, and mental status)” and “specific non-
motor symptoms changes,” where:

o “Cognitive changes” can be detected as memory
difficulties, slow thinking, confusion, misbeliefs,
dementia, mood alteration, psychotic problems,
and many other alterations on human cognition.

o “Specific nonmotor symptoms changes” are fatigue,
digestive issues, sleep problems, orthostatic hypo-
tension, increased sweating, increased drooling,
pain, hyposmia (reduce sense of smell), melanoma,
and many others.

The “nonmotor symptoms” and “others physical and mental
changes” are studied as “cognitive changes” analysis in this
book under cognitive computing. As well as general body
injuries, illness and disorders are the focus of this book:
“Applied Biomedical Engineering Using Atrtificial Intelligence
and Cognitive Models,” as shown in Fig. 2.1B).

Note: It is important to mention that is not necessary
to read the books in sequence, but I will make some refer-
ence to the other book when is necessary to avoid the

Applied Biomedical Engineering Using Artificial Intelligence and Cognitive Models. DOI: https://doi.org/10.1016/B978-0-12-820718-5.00007-6
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FIGURE 2.1 Injuries and neurologic diseases are studied in two books: (A) motor symptoms in “Applied Biomechatronics Using Mathematical

Models”; and (B) nonmotor cognitive systems in “Applied Biomedical Engineering Using Artificial Intelligence and Cognitive Models.”

duplication of explanations of concepts, themes, and

figures

The main goal of this book is based on the following
hypothesis:

“If we understand how the developed brain achieves
cognitive abilities, and how the functional interactions
between the distributed brain regions work to produce the
sophisticated human cognitive systems, we could develop
someday more realistic models based on Atrtificial
Intelligence (Al) algorithms to detect cognition abnormalities
in the human brain compared with normal cognition, and
find ways to understand and evaluate injured neurologic
human systems with the goal to help find better solutions to
stop the progression, and improve prognosis of many neuro-
logic diseases that still don’t have cures.”

2.2 Brain, spinal cord, and nerves

The “motor symptoms detected as movement disorders”
were studied in my previous book:  “Applied
Biomechatronics Using Mathematical Models,” in “Chapter
2, Introduction to Human Neuromusculoskeletal Systems”
[3]. It can be a summarized as “the study of different meth-
ods to obtain mathematical models and apply them to evalu-
ate human motion, taking into account the effect of how the
human processes information and acts when it needs to
make body movements, based on the interaction between

different organs systems,” such as the
and “musculoskeletal system.”

“nervous system”

® “Nervous system” is integrated by the “central nervous
system (CNS)” and “peripheral nervous system

(PNS),” where:

o “CNS” consists of the “brain and the spinal cord.”

o “PNS” consists of “sensory nerves and the sense
organs.”

® “Musculoskeletal system” integrated by “skeletal sys-
tem” and “muscular system”:

o “Skeletal system” is composed of bones and
joints in the body, including bones, cartilage, and
ligaments.

o “Muscular system” is composed of muscles of
three kinds: skeletal, smooth, and cardiac.

In general, the “nervous and musculoskeletal sys-
tems*’ control how the skeletal system and the muscular
system work together as the framework for the body, and
provide orders for the movements that are controlled by
the nervous systems through the “CNS” and “PNS.”

Note*: See more information in the book: “Applied
Biomechatronics Using Mathematical Models,” especially
in: “Chapter 5, Methods to Develop Mathematical Models:
Traditional Statistical Analysis” [4] and “Chapter 6,
Application of Mathematical Models in Biomechatronics:
Artificial Intelligence and Time-Frequency Analysis” [5].

The “nonmotor symptoms” specially the “cognitive
changes” that affect the way of thinking, behavior, and
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mental status are studied in this chapter. We will intro-
duce “Jean Piaget’s theory of cognitive development,”
which suggests, along with the discussions of many other
researchers [6—8], that children move through basically
four different stages of mental development [9]: “sensori-
motor stage,” “preoperational stage,” “concrete opera-

tional stage,” and “formal operational stage.”

ELINNT3

® “Sensorimotor stage” from birth to 2 years. In this first
stage for cognitive development they “acquire knowl-
edge through sensory experiences and the basic
manipulation of objects” using basic human senses,
motor responses, and basic reflexes.

® “Preoperational stage” from age 2 to 7. In this second
stage they develop “language, and concentrate on the
world around them, applying basic logic principles,”
begin taking the point of view of other people, and
gain a basic understanding of consistency with their
ideas.

® “Concrete operational stage” from age 7 to 11. Here
they begin to using “inductive logic or reasoning”
based on specific information available; their thinking
becomes more logical and organized in concrete events.

® “Formal operational stage” from age 12 and up. In
the final stage they gain the “ability to thinking about
abstract ideas and situations,” which is the key hall-
mark of the formal operational stage of “cognitive
development.”

These “uniquely human abilities are made possible by
a protracted trajectory of brain development and learning
over the first two decades of life [10] and continue with
the formation of neural pathways and cognition levels
during our life” [9].

In this book we concentrate on the general way in injuries,
diseases and specific on “nonmotor cognitive symptoms”
based and neurological diseases disorders that generate
“cognitive decline,” as illustrated in upper of Fig. 2.1, to
study how and where the “cognitive functional brain net-
works” execute orders for: “language,” “reasoning and gen-
eral cognitive control” [11] and how to evaluate them
based on methods of “mathematical algorithms from
Artificial Intelligence (Al), Machine Learning (ML), Deep
Learning (DL), and Cognitive Computing (CC).”

2.3 Neurons and neural pathways

in cognition

Different kinds of “neurons” and their “neural pathways”
are used for “language,” “reasoning,” and “general cog-

nitive control” in the human being. When each “neuron
eventually comes a neural pathway, these pathways play

a very large role in the way we perceive and act in differ-
ent situations.” These “human behaviors and responses
are known as cognition”; they are the result of how the
preexisting pathways process the information, and their
undeniable ability to reshape themselves under different
circumstances. These actions direct the importance of
studying the relation between “Neurons and cognition,”
“Neural pathways and cognition,” and one special group
of “Neurotransmitter disorders” identified as “Dopamine
pathways and cognition.”

2.3.1 Neurons and cognition

The “neuron” is a specialized “cell” known as the basic
unit of the “nervous system.” A typical neuron consists of
a “dendrite,” a cell body known as the “soma,” “axon
hillock,” “axon,” and “axon terminals,” as shown at the
top of Fig. 1.6A. A “type I synapse provides an excitatory
connection” between one “axon terminal” of a neuron to
the “dendrite” of another neuron. The other “type II inhib-
itory connection of synapses” is typically located on a cell
body. The cell that sends out information is called a “pre-
synaptic neuron,” and the cell that receives information is
known as a “postsynaptic neuron” [3], as shown in
Fig. 2.2A. It is important to mention that there are more
specialized types and subtypes of “neurons” that form an
extensive “neuron taxonomy’; a good resource is the digi-
tal database that can be found on the website
“NeuroMorpho.org” [12]. One practical reason is that the
differences between them could explain why certain dis-
eases only harm a certain population of “neurons” [13].
The “neuron’s function” is based on two kinds of activi-
ties: “electrical” and “chemical.”

® “Electrical activity is used to transmit signals within
neurons.” “Neurons” employ electrical signals to relay
information from one part of the neuron to another.
“Within a single neuron, information is conducted via
electrical signaling.” When a “neuron” is stimulated,
an electrical impulse, called the “action potential,”
moves along the “neuron axon,” which is a long
threadlike part of a nerve. The “action potential”
enables signals to travel very rapidly along the
“neuron.”

® “Chemical activity is used to transmit signals between
neurons through a small gap that separates neurons,
known as synapse,” as shown in Fig. 2.2A. These trig-
ger the release of “neurotransmitters” which carry the
impulse across the “synapse to the next neuron.” Once
a nerve impulse has triggered the release of “neuro-
transmitters,” these “chemical messengers” cross the
tiny “synaptic gap” and are taken up by specialized
receptors on the surface of the next cell, as indicated
at the bottom of Fig. 2.2A. This process converts the
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some major neurotransmitters released during the process. (B) The three

major regions and some of their components in the brain: forebrain, midbrain, and hindbrain.

chemical signal back into an electrical signal. If the
signal is strong enough, it will be propagated down to
the next neuron by an “action potential” until once
again it reaches a “synapse” and the process is
repeated once more.

“Synapse”s are located throughout the “brain” and
“nervous system” and refer to the junction between two
neurons. They behave as a sort of “relay station” where a
message in the form of a chemical “neurotransmitter” is
passed from one “neuron or nerve fiber” to the next, or
between the “neuron and the muscle or gland” the mes-
sage is aimed at. On average, each “neuron has around
1000 synapses and depending on its type can have from
just one to more than 1000 synapses.”

“Neurotransmitters” are chemicals that transmit sig-
nals from a “neuron” to a “target cell” across a “syn-
apse.” There are different types of these small molecules
manufactured in different kinds of “axon terminals.” The
major classes of them include “amino acids,” “peptides,”
and “monoamines.” Some important “neurotransmitters”
are shown in Fig. 2.2A: “acetylcholine,” “dopamine,’
“serotonin,” “gamma-aminobutyric acid,” “glutamate,’
“epinephrine or adrenaline and norepinephrine,” “endor-
phins,” and others. The specific function of each “neuro-
transmitter” is as follows:

“Acetylcholine (Ach)” is used by the “CNS” and
“PNS” to cause muscle contraction, and many “neu-
rons in the brain to regulate memory.” In most
instances, “Ach” has an “excitatory function,” and it is

one of many “neurotransmitters” in the “autonomic
nervous system,” and the only “neurotransmitter” used
in the motor division of the “somatic nervous system.”
“Dopamine (DA)” is produced in few areas of the
brain, including the “substantia nigra” and the “ven-
tral tegmental area,” which is a group of “neurons”
located close to the midline on the floor of the “mid-
brain” or “mesencephalon,” as indicated in Fig. 2.2B.
“DA” is also a “neurohormone” released by the “hypo-
thalamus,” and it has important roles in “behavior and
cognition, voluntary movement, motivation, punish-
ment and reward, sleep, mood, attention, working
memory, and learning.”

“Serotonin (5-HT)” is a monoamine ‘“‘neurotransmit-
ter,” usually found in the “gastrointestinal tract,”
“platelets,” and the “CNS.” This chemical is also
known as the “happiness hormone,” because it arouses
feelings of pleasure and well-being. “Low levels of
serotonin are associated with increased carbohydrate
cravings, depression or other mood symptoms, sensory
perceptions, sleep deprivation, and hypersensitivity to
pain.”’

“Gamma-aminobutyric acid (GABA)” is the major
inhibitory “neurotransmitter” in the brain. It is impor-
tant in producing sleep, reducing anxiety, and forming
memory. “The primary role of GABA is to slow down
neuron activity.”

“Glutamate (Glu)” is the most abundant excitatory
neurotransmitter in the vertebrate nervous system.
“Glu is also the major excitatory transmitter in the
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brain, and the major mediator of excitatory signals in
the mammalian central nervous system. It is involved
in most aspects of normal brain function, including
cognition, memory, and learning.”

® “Epinephrine or adrenaline (Epi) and norepinephrine
(NE),” these are separate but related hormones
secreted by the medulla of the “adrenal glands.”
These chemicals are also produced at the ends of sym-
pathetic nerve fibers, where “they serve as chemical
mediators for conveying the nerve impulses to effector
organs. They are responsible for concentration, atten-
tion, mood, and both physical and mental arousal.”

® “Endorphins” are produced by the “pituitary gland”
and the “hypothalamus” in vertebrates during exercise,
excitement, pain, consumption of spicy food, love, and
orgasm. “Endorphins contribute to the feeling of well-
being and act similarly to opiates. They are also
known to reduce pain and anxiety.”

“We can deduce that any malfunction of synapses affects
the creation and transition of neurotransmitters’ effects, as it
can affect the order sent by the brain leading to many cog-
nitive alterations. They are reflected as multiple symptoms
in neurologic disorders” [14].

2.3.2 Neural pathway and cognition

A “neural pathway” is a bundle of “axons” that connects
two or more different neurons, facilitating communication
between them. These “cells make an up a massive net-
work of specialized cells that transmit messages from
one part of the body to another, creating complex inter-
connected circuits, that can function independently with
parallel processing capability.” These “neural pathways”
can be of three types, “motor pathways,” “sensory path-
ways” and “inter-neurons that connect neurons together”.
Where:

® “Motor pathways” are “descending efferent nerve
pathways,” and they travel from the “CNS to an effec-
tor organ, muscle, or gland.”

® “Sensory pathways” are “ascending afferent nerve
paths,” and travel from the “semnsory receptor in the
skin, muscles, and tendons to the CNS.”

A “neural pathway” connects one part of the “nervous
system” to another using bundles of “axons” called
“tracts.” The “tracts” are named according to their origin
in the first half of the term and its termination in the last
half term, for example, the “spinothalamic tract” begins
in the spinal cord and ends in the thalamus, the “corti-
cospinal tract” begins in the cerebral cortex and finishes
in the spinal cord, etc. The majors “neural pathways” are:

9 < 9 <

“arcuate fasciculus,” “cerebral peduncle,” “corpus callo-
sum,” “pyramidal tracts,” “medial forebrain bundle,’
“dorsal column-medial lemniscus pathway,” and “retino-

hypothalamic tract” [15].

® “Arcuate fasciculus™ is the neural pathway connecting
the posterior part of the “tempoparietal junction” with
the “frontal cortex” in the brain. The “arcuate fascicu-
lus” helps in cognition by connecting areas of the
brain involved in the generation and understanding of
language; damage of this pathway can cause a form of
“aphasia,” where auditory comprehension and speech
articulation are preserved, but people find it difficult
to repeat heard speech.

® “Cerebral peduncle.” The three common areas involved
are: “brain cortex,” “spinal cord,” and “cerebellum.”
“Cerebral peduncle” helps in cognition by assisting in
the refined motor movements, including learning new
motor skills and converting proprioceptive information
into balance and posture maintenance.

® “Corpus callosum” connects the left and right cerebral
hemispheres and facilitates interhemispheric commu-
nication. It is the largest white matter structure in the
brain. The “corpus callosum helps in cognition by
transferring motor, sensory, and cognitive information
between the brain hemispheres.”

® “Pyramidal tracts” contain exclusively “motor axons.”
They actually consist of two separate tracts in the spinal
cord: the “lateral corticospinal tract’ and the “medial
corticospinal tract.” “Pyramidal tracts lead to the
understanding of why in the most part, one side of the
body is controlled by the opposite side of the brain.”

® “Medial forebrain bundle (MFB)” is a neural pathway
containing fibers from the “basal olfactory regions,”
“peri amygdaloid region,” and the “septal nuclei,” as
well as fibers from “brainstem regions,” including the
“ventral tegmental area.” The “MFB” is one of the
two major pathways connecting the “limbic fore-
brain,” “midbrain,” and “hindbrain,” as indicated in
Fig. 2.2B [16]. “MFB is a part of the reward system,
involved in the integration of reward and pleasure
[17]. Electrical stimulation of the medial forebrain
bundle is believed to cause sensations of pleasure.”

® “Dorsal column-medial lemniscus pathway (DCML)”
is also known as the “posterior column-medial lemnis-
cus pathway (PCML).” “DCML is a sensory pathway
of the central nervous system that conveys sensations
of fine touch, vibration, two-point discrimination, and
proprioception (position) from the skin and joints.”

® “Retinohypothalamic tract” transmits information on
light levels from the “eyes” to the “hypothalamus.”
“The retinohypothalamic tract is a photic neural input
pathway involved in the circadian rhythms of mam-
mals” [18].
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The 7 Majors’ neural pathways in the human body that affect cognition
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proprioceptive information into balance and posture
maintenance.

Help in cognition transferring motor, sensory, and cognitive
information between the brain hemispheres

Leads to the understanding of why the most part, one side of
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FIGURE 2.3 Summary of seven major neural pathways in the human body that affect cognition.

Note*: For more information on other neural path-
ways, see the “kenhub library” website [19].

A summary of the seven major pathways in the human
body that affect “cognition” are shown in Fig. 2.3.

“Studying and analyzing the neural pathways, and their cog-
nitive effects will help to understand, measure, and predict
progression to develop effective treatment in neurodegenera-
tive diseases. The development of therapies targeting the next
site of the disease will hopefully stop their progression [20].”

2.3.3 Dopamine pathways and cognition

“Dopamine” is one of the most important “neurotransmit-
ters” in the human body that has “many different func-
tions, achieved by traveling to areas in the brain and the
human body to transport important information,” such as
executive thinking, cognition, feelings of reward and plea-
sure, and voluntary motor movements. These pathways
are frequently affected by “neurologic diseases” and they
are known as “dopamine pathways.” There are eight
“dopamine pathways” and the four major ones are “meso-
cortical,” “mesolimbic,” “nigrostriatal,” and “tuberoin-
Sfundibular” [21]:

® “Mesocortical pathway” is a “neural pathway” that
connects the “ventral tegmentum” to the “brain cor-
tex,” particularly the “frontal lobes,” via projections to

the “prefrontal neocortex,” “limbic cortex,” and “hip-

pocampus.” “Mesocortical pathway is essential to the

normal cognitive function of the dorsolateral prefron-
tal cortex (part of the frontal lobe),” and is thought to
be involved in motivation, emotional response, poor
concentration, and the inability to make decisions; it
could be associated with the negative symptoms of
schizophrenia, which include avolition (inability to
initiate any action), alogia (lack of speech), and flat
affect (lack of emotional response).

® “Mesolimbic pathway” connects the following brain
structures: “ventral tegmental area,” “nucleous accum-
bens,” “amygdala,” and “hippocampus”:

o “Ventral Tegmental Area (VTA)” is a part of the
“midbrain” and consists of: “dopamine,” “GABA,”
and “glutamate” neurons [22].

o “Nucleous Accumbens” is in the “ventral stria-
tum” and is composed of “medium spiny neurons”
[23]. It is subdivided into “limbic and motor sub-
regions” known as the shell and core. In the
“nucleous accumbens” pathway, the “medium
spiny neurons” receive input from both the “dopa-
minergic neurons” of the “VTA” and the “gluta-
matergic neurons of the hippocampus, amygdala,
and medial prefrontal cortex.” When they are
activated by these inputs, the “medium spiny neu-
rons’ projections” release “GABA” (neurotrans-
mitter for producing sleep, reducing anxiety, and
forming memory) into the “ventral pallidum.”
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The release of “dopamine” in this structure drives
the “mesolimbic system.”

o “Amygdala” is a large nuclear mass in the temporal
lobes anterior to the “hippocampus.” “The amyg-
dala has been associated with the assignment of
emotions, especially fear and anxiety.”

o “Hippocampus” is located in the medial portion of
the temporal lobes. “It is known for its association
with memory.”

“Nigrostriatal pathway” is a neural pathway that con-

nects the “substantia nigra” with the “striatum.”

“Nigrostriatal pathway” is particularly involved in the

production of movement, as part of a system called

the “basal ganglia motor loop.” “Loss of dopamine
neurons in the substantia nigra is one of the main
pathological features of ‘Parkinson’s disease,’ leading
to a marked reduction in dopamine function in this
pathway.” The symptoms of the disease typically do
not show themselves until 80%—90% of dopamine
function has been lost. These movement disorders may
include spasms, contractions, tremors, motor restless-
ness, parkinsonism, and tardive dyskinesia (irregular/
jerky movements) [24].

“Tuberoinfundibular pathway” is neural pathway
that begins in the “arcuate and periventricular nuclei
of the hypothalamus,” and project to the “infundibular
region of the hypothalamus,” specifically the
“median eminence.” “Tuberoinfundibular pathway”
malfunction can increase “blood prolactin levels

(hyperprolactinemia)” and produce abnormal lactation,
disruptions to the menstrual cycle in women, visual
problems, headache, and sexual dysfunction.

A summary of the main dopamine pathways inside the
brain that affect the human cognition is shown in Fig. 2.4.

The “neurotransmitter dopamine pathways” play an impor-
tant role in pleasure/reward, and within the “mesolimbic
pathway,” “dopamine” also plays important roles in hor-
mone release, cognition, and movement, as well as affect-
ing the release of “CABA”. Research has shown that “brain
neurotransmitter pathway” deficiencies contribute to hun-
dreds of health problems, such as pain, blood sugar pro-
blems, immune disorders, digestive dysfunction, movement
disorders, anger, depression, anxiety, memory, attention
deficits, and many others. “All of these symptoms are
reflected in neurologic disorders, and thus again we came
to the conclusion that if the neural pathways could be eval-
uated and measured, we would be able to find new biomar-
kers for neurologic diseases.”

2.4 Cognitive science

As defined in Section 1.6, “Cognitive science (CoSi) is the
interdisciplinary scientific integration that studies the mind
and its processes.” It examines the nature, tasks, and the
functions of human cognition as the process of acquiring

Four main Dopamine Pathways Inside Brain that affect Cognition

Pathway Connect Cognition

Mesocortical “ventral tegmentum” to It is essential to the normal cognitive function of the “dorsolateral prefrontal
the “brain cortex”, cortex (part of the frontal lobe)”.
particularly the “frontal It is involved in motivation, emotional response, poor concentration, inability

lobes”, via projections to to make decisions, negative symptoms of schizophrenia, which include
the “prefrontal neocortex”, avolition, alogia and flat affect .
“limbic cortex” and

“hippocampus”
Maesolimbic “ventral Tegmental Area”, Dopamine in this structure drives the mesolimbic system. “Amygdala” has
“nucleous Accumbens”, been associated with the assignment of emotions, especially fear and
‘“Amygdala” and anxiety. “hippocampus” is known for its association with memory. Allows
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Nigrostriatal “substantia nigra” with the Involved in the production of movement, as part of a system called the
“striatum” “basal ganglia motor loop”. Loss of dopamine neurons in the “substantia
nigra” is one of the main pathological features of “Parkinson's disease”,
leading to a marked reduction in dopamine function in this pathway
Tuberoinfundibular “arcuate and It can increase “blood prolactin levels (hyperprolactinemia)” and produce
periventricular nuclei of abnormal lactation, disruptions to the menstrual cycle in women, visual
the hypothalamus”, and problems, headache and sexual dysfunction.
project to “median
eminence”

FIGURE 2.4 The four main dopamine pathways inside the brain that affect cognition: mesocortical, mesolimbic, nigrostriatal, and
tuberoinfundibular.
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knowledge and understanding through thought, experience, o
and the senses. “CoSi” is the objective of developing theo-

ries about humans: perception, action, memory, attention,
reasoning, decision-making, language use, and learning. To
achieve the integration of these requires the use of many
multidisciplinary sciences, such as philosophy, psychology,
anthropology, biology, computer science through artificial
intelligence, linguistics, neuroscience, education, and math-
ematics. Their relationship with cognition is shown in

Fig. 2.5, and are as follows:

® “Psychology studies the human mind and its functions,
while cognitive psychology tries to make functional
models of the mind.” Psychologists often define learn-
ing as a relatively permanent change in behavior as a
result of experience Then, we can deduce basic models

based on: “trail-and-error learning,” “behavioral
learning,” “insight learning,” “cognitive learning,”

and others. Each basic model of learning is described ©
as follows:

o “Trail-and-error learning” is a problem-solving
method in which multiple attempts are made to
reach a solution. It is a basic method of learning
that essentially all organisms use to learn new o
behaviors. The “trial-and-error approach” is used
most successfully with simple problems and in
games, and it is often the last resort when no
apparent rule applies. This does not mean that the
approach is inherently careless, for an individual
can be methodical in manipulating the variables
in an attempt to sort through possibilities which
could result in success. Nevertheless, this method

Cognitive Models

“Behavioral learnings” can be of three major types
[25]: observational, classical conditioning, and
operant conditioning.

—  “Observational learning” is when learning
occurs through observations and imitation of
others’ behaviors. On this type of learning
four actions are essential: attention, motor
skills, motivation, and memory.

—  “Classical conditioning, also known as
Pavlovian or respondent conditioning,” is
when learning is based on the association of a
previously neutral stimulus and a stimulus
that naturally evokes a response.

— “Operant conditioning” is a learning process
in which the probability of response occurring
is increased or decreased due to reinforcement
or punishment.

“Insight learning, also known as Gestalt theory of
learning,” is when a spontaneous understanding of
relationships produces a solution to a problem.
This is like a flash of understanding without any
process of trial and error.
“Cognitive learning” is learning based on a
sequence of process: observing, categorizing, and
forming generalizations about the phenomenon.
This type of learning leads to ‘“‘comprehension”
allowing understanding of the topic and how to fit
in other elements, “memory” allows the storing of
methods and their recall, and its application is in
developing problem-solving  skills for new
situations.

is often used by people who have little knowledge ® “Biology” studies the living organism and cognition

in the problem area. focuses on the survival of organisms and species.
Study Intelligence mind c -t . S . Makes functional model of
as:. Deductive reasoning, Og nitive Jcience mind as : Trail-and-error
and Inductive learning Interdisciplinary / learning, Behavioral,
cognitive Insight, Cognitive Learning.
Interest on evolution, £ 6,‘-/ . g 5 0\0@ i 2 J
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communications w’?fé 6.1’ 2] 3 D) ] Fo cusau rvwa_l of
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Representation and sofic @ SR OEd
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FIGURE 2.5 Cognitive science is an interdisciplinary integration encompassing philosophy, psychology, anthropology, biology, computer science

through artificial intelligence, linguistics, neuroscience, education, and mathematics.
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There are two theories that explain the cellular basis
of “learning and memory”: nucleotide rearrangement
theory and cellular modification theory [26]:

o

“Nucleotide rearrangement theory” states that
chemical changes in the body are linked to learn-
ing. More and harder training results in lower pos-
sibilities of forgetting and memory deterioration as
their cortical RNA (ribonucleic acid*) increases.
However, when RNA synthesis is inhibited, mem-
ory becomes impaired.

Note*: RNA (ribonucleic acid) is a nucleic acid
present in all living cells. Its principal role is to
act as a messenger carrying instructions from
DNA for controlling the synthesis of proteins.
“Cellular modification theory” focuses on habitua-
tion, sensitization, and conditioning in relation to
learning and memory. The researchers found that
the increase in the release of neurotransmitters
results in faster response rates of the sensory-motor
neurons synapses. This, in turn, leads to condition-
ing and sensitization. However, low levels of neu-
rotransmitters result in slower synaptic responses,
leading to habituation.

“Education” is the process of receiving or giving sys-
tematic instruction. Whereas in cognitive science it is
related to the research and finding of ways to improve
education, because “cognition refers to mental activity
including thinking, remembering, learning, and using
language.” When we apply a cognitive approach to
learning and teaching, we focus on the understanding of
information and concepts. The role of education and
intellectual activity on human cognition is very impor-
tant across our life [27]. Cognitive enrichment early in
life may account for some of the variation in cognitive
ability in adulthood. Consistently, higher educational
attainment is associated with greater levels of cognitive
performance. Therefore cognition in adulthood might
reflect continued engagement with cognitively complex
environments, as well as with a reduced risk of demen-
tia and Alzheimer’s disease [28].

“Neuroscience” studies the development and function
of the nervous system, which includes the brain, spinal
cord, and nerve cells throughout the body, whereas
“cognition covers the relationship between the mind
and the brain.” In the human brain there are two
places directly related to “learning and memory”: the
“hippocampus and mediodorsal thalamus.”

O

“Hippocampus” is situated in the medial temporal
lobe (one in each hemisphere) and is responsible for
the consolidation of “short-term memory” and “long-
term memory,” in particular, the formation of new
memories related to experiences and events known
as “episodic memories.” “declarative memories” are
those that can be verbalized more explicitly than epi-
sodic memories, and are formed but not stored in the
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“hippocampus,” see Fig. 2.2B; these memories as
well as past events are believed to be stored in the
“frontal and temporal lobes.” In addition, a process
called “long-term potentiation (LTP)” refers to the
increase in neural responsivity occurring in the hip-
pocampus. “LPT” is involved in “spatial learning”
that encodes information about the environment to
facilitate navigation through space and recalls the
location of motivationally relevant stimuli.

“Mediodorsal thalamus” in the center of the brain is a
large nucleus in the thalamus, as shown Fig. 2.2B,
and has a role in memory and other “cognitive tasks.”

“Computer Science through Artificial Intelligence”
focuses on obtaining “computational Al models using
process that include learning, reasoning and self-
correction.” Al applies algorithms that have the ability
to automatically learn and improve from experience
without being explicitly programmed; in other words,
the “Al applications are cognitive by themselves.”
“Mathematics” is the abstract science of number,
quantity, and space, whereas “cognitive science can
explain the nature of mathematical thinking to analyze
Al cognitive models.”

“The magic of Al is based specially on: mathematics that is
used to define each Al model, statistics that help in the cri-
teria for validate if an Al model is accepted or not, and data
mining to extract important information of the databases,
and all Al applications are cognitive by themselves.”

“Linguistics” uses language to represent information,
and “cognition is related through the representation
and manipulation of the information.” Cognition has
been evolved in Natural Language Processing (NLP) in
two different ways: Natural Language Understanding
and Natural Language Generation:

e}

Natural Language Understanding (NLU)* is what
a computer would need to do, if it were to interpret
a spoken human command and act on it.

Note*: On Al, “NLU” is known as “speech recog-
nition,” as indicated in Fig. 1.13 in the “Proposed
General Architecture of a Cognitive Computing
Agents System (AI-CCAS).”

Natural Language Generation (NLG)* involves
taking a formal symbolic representation of an idea
and converting it to an expression in English or
some other natural language.

Note*: On Al, NLG is known as “speech genera-
tion,” as indicated in Fig. 1.13 in the “Proposed
General Architecture of a Cognitive Computing
Agents System (AI-CCAS).”

® Anthropology studies the human societies, their cul-
tures, and their development. It is complemented by
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the interest of cognition on evolution, social groups,
communication, and culture. “Cognitive anthropology
focuses on what people in different groups know, how
this implicit knowledge changes people’s perception of
the world around them, and establishes an association
with the world.” It is much used today in today’s
developed internet to introduce many new technolo-
gies based on “human cognition” to cultivate interest

in new devices of computer technology [29].

® Philosophy studies the fundamental nature of knowl-
edge, reality, and existence, while “cognition study the
intelligence mind.” Thus we can establish that the pri-
mary method of philosophical inquiry is “reasoning,”
and it could be “deductive” or “inductive’:

o “Deductive reasoning” is based on the application
of rules of logic to a statement about we want to
learn; for example, to learn a language, we start
learning the rules, then examples, and finally prac-
tice them.

o “Inductive learning” starts with examples, as learners
concentrate on finding rules based on the detection of
patterns, then we practice testing the rules deduced.

A summary of the multidisciplines that are integrated
within cognitive science and their examples with regard
to human cognition is shown in Fig. 2.5.

We focus in the study of interactions of linguistics, neurol-
ogy, mathematics, and computer science with cognitive sci-
ence in biomedical engineering problems, to find models to
analyze, detect, classify, and forecast the process of differ-
ent illness and injuries of the human body with special
emphasis on neurologic disorders applying: Artificial
Intelligence (Al) through Machine Learning (ML), Deep
Learning (DL), and Cognitive Computing (CC).

2.5 Natural Language Processing

“Linguistics” is the scientific study of language and involves
analyzing language form, its meaning and context. It has
evolved in cognition as “Natural Language Processing
(NLP).” “NLP” is a branch of “Al technology” used to aid
computers to understand human’s natural language. Its main
objectives are to read or hear, understand, analyze, manipu-
late, and generate as text or speech human language or vice
versa through the application of “Al algorithms.”

“NLP” has many applications, such as information
retrieval, information extraction, language translation, lan-
guage spelling, and grammatical accuracy of texts in text
processors, text simplification, interactive voice response
(IVR), sentiment analysis, text summarization, computer
personal assistant, spam filters, speech recognition, natural
language generation, speech generation, and many others.

® “Information retrieval” is used by internet search engines,
such as Google, to find relevant and similar results.

® “Information extraction” is used in eBooks or emails
for analyzing their structure to extract useful text, for
example, Gmail, Outlook, and others.

® “Language translation” is used to translate from one
language to other, for example, “Google Translate”
and others.

® “Language spelling and grammatically accuracy of
texts in text processors,” for example, “Microsoft
Word,” and others.

® “Text simplification” is used to simplify the meaning
of a sentence, for example, “Rewordify,” and others.

® “Interactive voice response (IVR)” is used by call cen-
ters to respond to certain users’ requests.

® “Sentiment analysis” is used to analyze the general
sentiment of the user, for example, “Hater News,” and
others.

® “Text summarization” is used to give a summary of
sentences, for example, “Smmry” or “Reddit’s
autoldr,” and others.

® “Computer personal assistant” is used to facilitate the
search on the web or computer systems, for example,
“Siri,” “Cortana,” “Alexa,” and others.

® “Spam filters” are used to avoid the reading of
unwanted emails, for example, “Gmail,” “Outlook”
spam filters.

® “Speech recognition” is used to convert speech to text, for
example, “Google WebSpeech,” “Vocal ware,” and others.

® “Natural language generation” is used to generate text
from image or video data, for example, “Arria NLG
studio,” and others.

® “Speech generation” is used to convert text-to-speech,
for example, “Cloud Text-to-speech,” and others.

Thera are many AI methods that can be used in
“NLP,” a typical algorithm to classify text is shown in
Fig. 2.6. These steps are: reading dataset, preprocessing
text, data vectorization, feature engineering, and ML
model selection.

Structured format
Step 1) i { Unstructured format
Dataset
I Remove punctuation
Lexical analysis Tokenization
Step 2) Preprocessing Remove stop-word
text 1 i
Typical NLP I "~
algorithmto_J Step 3) Vectorizing TF-IDF vectorizer
Classify text Data Others
l Word Level Analyzer
Step 4) Feature Tokenizer
e
¥ Engineering Training set & Testing Set
1 Naive Bayes Classifier
K Means Clustering
ML Classifiers:
Step 3) adel Salection { Support Vector Machine
L. Others

FIGURE 2.6 Typical NLP algorithm to classify text.
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2.5.1 Step 1) Reading dataset for NLP

Reading Dataset of text can be done in two forms: “struc-
tured and unstructured data format.” A “structured data”
has very well-defined patterns and usually comes from a
database format; meanwhile “unstructured data” does not
have a proper structure.

2.5.2 Step 2) Preprocessing text for NLP

Preprocessing text is made in four substeps: “remove
punctuation,” “tokenization,” “remove stop-words,” and
“lemmatizing,” where:

ELINNT

® “Remove punctuation,” the punctuation provides gram-
matical context to a sentence for the human under-
standing; but “NLP uses a vectorized method which
counts the number of words, so the removal of special
characters is necessary,” for example, “What’s your
name?” is converted to “whats your name.”

® “Tokenization” is a “Lexical Analyzer method” that
separates text into units as sentences or words, this
give a structure to unstructured text, for example,
“What’s your name?” is converted first to “what your
name” when the punctuation is removed, then to
“what, your, name” during the “tokenization.”

® “Remove stop-words” is when common words like
“been,” “or,” “and” etc., which appear in any text but
do not tell us much about the data, are removed, for
example, “I've been searching for the answer” is con-
verted to “ive been searching for the answer” when
the punctuation is removed, then to “ive, been, search-
ing, for, the, answer” during the “fokenization,” and

TABLE 2.1 Examples of the Bag-of-Words NLP method.

finally is converted to “ive, searching, answer” after
the “removal of stop-words.”

® “Lemmatizing” is a method to find the canonical form
of a word, it uses a dictionary-based approach, that is,
“I've been searching for the answer” is converted to
“ive been searching for the answer” when the punctua-
tion is removed, then to “ive, been, searching, for, the,
answer” after the “tokenization,” and then it is con-
verted to “ive, searching, answer” after the “remove of
stop-words,” and finally to “ive, search, answer” dur-
ing the “lemmatizing step.”

2.5.3 Step 3) Data vectorization in NLP

“Data vectorization” is a method to encode text as inte-
gers, with the purpose of obtaining a numeric form that
allows the creation of future vectors that can be easily
understand for the “ML fto understand the text data.”
Some frequently used methods for data vectorization in
“NLP” are known as: “Bag-of-Words or Count-
vectorizer” and “TF-IDF vectorizer.”

® “Bag-of-Words or Count-vectorizer” is based on:
count and frequencies of words, where:

o Count of words also known as Total Number of
Terms (TN) is the times each word appears in a
document.

o Frequency of words (FW) is the number that each
word appears in the document.

The “Bag-of-Words NLP method” is explained with an
example in Table 2.1.

We have four sentences to analyze using the Bag-of-Words NLP method:

“He was the best of us”
“He was the worst of us”
“He was the older of us”
“He was the fastest of us”

They are going be analyzed as four different documents, the “count of words” on the total of documents are 9; these are:

‘He’, ‘was’, ‘the’, ‘best’, ‘of , ‘us’, ‘worst’, ‘older’, ‘fastest’

Then, we create the vectors based on the “frequency of words” from the 9 unique words in each document, such as in the first: “He was

the best of us”:

“He” =1, “was” =1, “the” =1, “best” =1, “of” =1, “us” =1, “worst” = 0, “older” = 0, “fastest” =0

And, finally the generated vectors for each document are:
“He was the best of us” =1[1,1,1,1,1,1,0, 0, 0]

“He was the worst of us” =1[1,1,1,0,1,1, 1,0, 0]
“He was the older of us” =1[1,1,1,0,1,1,0, 1, 0]
“It was the age of foolishness” =[1,1,1,0,1,1,0,0, 1]

In this simple example each word is known as “token” and is called a “gram” in “NLP.” Sometimes it is necessary to work with

vocabulary of two-word pairs known as the “Bigram Model.”

For example, the bigrams for the first document: “It was the best of time” are:

" ou

“it was,” “was the,” “the best,” “best of,” “of times”
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Example 2.1: Theoretical example of Bag-of-Words NLP
method
® “TF-IDF vectorizer” is another “NLP” method based
on the calculation of: “Term Frequency and Inverse
Document Frequency (IDF).” Their meanings are
described in the following equations:
o “Term Frequency (TF)” is a number that represents
the “scoring of the frequency of words in each docu-
ment,” and it can be calculated as shown in Eq. (2.1).

FW(i)
TL(}j)

and TL = Total

Term Frequency TF(i,j) = 2.1
where FW =Frequency of words,
Number of words.
o Inverse Document Frequency (IDF) is a statistics
number that “indicates how important the word is
across documents,” and it is indicated in Eq. (2.2).

TND
Inverse Document frequency IDF(i)=In (Tt ( )>
i

Note to the editor: Please align this equation

(2.2)

with the indentation of the last sentence

where TD =total number of documents, and Tt=
Number of document with the word “i” in it.

The TF-IDF vectorizer is calculated as shown in Eq. (2.3).
TF — IDF vectorizer TF — IDF = TF X IDF

Note to the editor: Please align this equation

with the indentation of the last sentence 2.3)

The result of the TF-IDF vectorizer is a matrix, as
represented in Table 2.2.

2.5.4 Step 4) Feature engineering in NLP

“Feature engineering” consists of deciding feature crea-
tion as the selection for the best granularity for the “vec-
torizer.” Frequent alternatives are: “Word Level Analyzer”
and “Tokenizer.”

® “Word Level Analyzer” assigns each word to its own
terms. It works very well with colloquial English
documents, such as URL and emails.

® “Tokenizer” assigns to each word its own term: this
method is able to extract more information than word
analyzers; it splits documents into “fokens,” based on
white space and special characters, that is, “what’s
next” might be split into: “what’s, next.”

Before training the vectorizer, one should split the
data into a “training set” and “testing set*.”

Note*: Frequently the “testing set” is 10% of the total
data.

2.5.5 Step 5) ML model selection for NLP

“ML model selection” consists of selecting the type of
classifier to use between several candidates for “ML
classifiers” and evaluating them against the testing set
to deduce which one works best. The eight ML algo-
rithms most frequently used are*: Naive Bayes
Classifier, K Means Clustering, Support Vector
Machine, Artificial Neural Networks, Latent Dirichlet
Allocation, Random Forests, Decision Trees, and
Nearest Neighbors.

Note*: These ML classifiers will be studied in
Chapter 4, Machine Learning Models Applied to
Biomedical Engineering, and Chapter 5, Deep
Learning Models Principles Applied to Biomedical
Engineering.

2.6 MATLAB® toolboxes solution for
natural language processing

“MATLAB” is an engineering numerical computing envi-
ronment and proprietary programming language devel-
oped by MathWorks. “MATLAB” allows matrix
manipulations, plotting of functions and data, implemen-
tation of algorithms, creation of user interfaces, and inter-
facing with programs written in other languages,
including “C,” “C++,” “C#” “Java,” “Fortran,” and
“Python.” The basic “MATLAB" is augmented with “fool-
boxes,” these optional additions give great advances to
MATLAB offering specialized powerful functions in
many different fields. Some of the “MATLAB toolboxes”
that will be used in this book for examples and exercises
are: “Statistics and Machine Learning,” “Deep Learning,”
“Text Analytics,” “Fuzzy Logic,” “Computer Vision,”

TABLE 2.2 The matrix result of TF-IDF vectorizer NLP method.

Document 1

Document 2

Document j

Term 1 [TE-IDFI(1,1) [TF-IDF](1,2) TF-IDF(1,j)
Term 2 TF-IDF(2,1) TF-IDF(2,2) TF-IDF(2,j)
Term i TF-IDF(i,1) TF-IDF(i,2) TF-IDF(i,j)
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“Image Processing,” and “Audio.” Where their general
descriptions are:

® “Statistics and Machine Learning Toolbox” provides
functions and apps to describe, analyze, and model
data. It allows descriptive statistics and plots for
exploratory data analysis, to fit probability distribu-
tions to data, to generate random numbers for simula-
tions, and to perform hypothesis tests. Regression and
classification algorithms allow the drawing of infer-
ences from data and the building of predictive models.
The toolbox provides ‘“supervised and unsupervised
machine learning algorithms.”

® “Deep Learning Toolbox (formerly Neural Network
Toolbox)” provides a framework for designing and
implementing “deep neural networks with algorithms,”
“pretrained DL models,” and apps. It allows “convolu-
tional neural networks (ConvNets, CNNs)” and “long
short-term memory (LSTM) networks” to perform classi-
fication and regression on images, time-series, and text
data. Apps and plots help you to visualize activations,
edit network architectures, and monitor training progress.

® “Text Analytics Toolbox” provides algorithms and
visualizations for preprocessing, analyzing, and
“modeling text data for NLP applications.” Models
created with the toolbox can be used in applications
such as sentiment analysis, predictive maintenance,
and topic modeling.

® “Fuzzy Logic Toolbox” provides functions, apps, and a
Simulink block for analyzing, designing, and simulat-
ing systems based on “fuzzy logic.” The product
guides you through the steps of designing “fuzzy infer-
ence systems (FIS).” Functions are provided for many
common methods, including “fuzzy clustering” and
“adaptive neurofuzzy learning.” The toolbox lets you
model complex system behaviors using simple logic
rules, and then implement these rules in a “FIS.”
Besides, you can use it as a “stand-alone fuzzy infer-
ence engine.”

® “Computer Vision Toolbox” provides algorithms, func-
tions, and apps for designing and testing computer
vision, 3D vision, and video processing systems. It
performs “object detection and tracking,” as well as
“feature detection,” “extraction,” and “matching.”

® “Image Processing Toolbox” provides a comprehen-
sive set of reference-standard algorithms and workflow
apps for “image processing,” “analysis,” ‘“visualiza-
tion,” and “algorithm development.” It can perform
“image segmentation,” “image enhancement,” ‘“noise
reduction,” “geometric transformations,” “image reg-
istration,” and “3D image processing.”

® “Audio Toolbox” provides tools for “audio proces-
sing,” “speech analysis,” and “acoustic measurement.”
It includes algorithms for “audio signal processing”
such as equalization and dynamic range control and

9%

99 <

“acoustic measurement” such as impulse response esti-
mation, octave filtering, and perceptual weighting. It
also provides “algorithms for audio and speech feature
extraction” and “audio signal transformation.”

® “DSP System Toolbox allows the “design and simula-
tion of streaming signal processing systems.” It pro-
vides algorithms, apps, and scopes for designing,
simulating, and analyzing signal processing systems in
MATLAB and Simulink. You can “model real-time
DSP systems for communications,” “radar,” “audio,’
“medical devices,” “IoT,” and other applications.

® Many others “MATLAB Toolboxes” are useful for “Al.”

ELINT3

2.6.1 Natural Language Processing applications
with MATLAB

The MATLAB AI solutions to apply “NLP” allow the
creation of many applications, such as:

® “Automatic recognition of spoken commands for com-
puter/robots’ smart medical systems.”

® “Identify people speech using pitch”
frequency cepstral coefficients (MFCC).”

® “Denoise speech using DL networks.”

Classify gender of a speaker using DL algorithms,

such as “LSTM” and others.

“Speech emotion recognition.”

Customer care calls.

Virtual assistants.

Machine translation and dictation.

and “Mel-

There are many more “NLP” useful application for
“human voice cognitive analysis for cognitive services,
such as voice therapy” and others.

As explained in Section 2.5, “NLP is a branch of AL”
It is the technology used to “aid computers to understand
human’s natural language. Its main objectives are to read
or hear, understand, analyze, manipulate, and generate
as text or speech human language” through the applica-
tion of “Al algorithms.”

“NLP” can be defined in a practical way as the broad
class of computational techniques for incorporating
speech and text data, along with other types of engineer-
ing data, into the development of “Al systems.” “NLP”
can be used to combine and simplify raw human language
sources that come from audio signals, audio documents,
audio databases, audio web, and audio social media; with
the objectives of insight visualization, application of text
mining, obtaining models, and obtaining classification
using “ML algorithms” for different purposes, such as:

® Deduct “Topic Modeling*’
Note*: See Section 2.6.2.1, MATLAB: Case for
research: “NLP Topic Models.”
® Obtain “Sentiments analysis” of topics that could be
positive or negative,
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® “Labels and tagging automation” of speech recording,
® Detect and apply “Voice command.”

And many applications for health, finance, manufactur-
ing, information technology, and other industries.

Actually, “NLP is applied in MATLAB using three different
toolboxes”: “Text Analytics Toolbox,” “Audio Toolbox.” and
“Statistics and Machine Learning Toolbox".

2.6.2 “NLP Topic Models” with MATLAB

Analyzing streaming text or static text data with “NLP
Topic Models” are extremely useful to detect “trends,” “sen-
timents,” and others cognitive behaviors. They can be used
in many “Biomedical Engineering applications,” such as
safety medical records, medical research, sentiment analysis,
cybersecurity, etc. Actually, the most common “Al algo-
rithms used for NLP” are: “Recurrent Neural Networks
(RNNs),” “Linear Regression,” “Support Vector Machine
(SVMs),” “Naive Bayes Classifier,” “Latent Dirichlet
Allocation (LDA),” “Latent Semantic Analysis,” and “word2-
vec.” The typical approach is the use of “ML algorithms,”
which are going to be studied in Chapter 4, Machine
Learning Models Applied to Biomedical Engineering,” and
Chapter 5, Deep Learning Models Principles Applied to
Biomedical Engineering, of this book.

As explained in Section 2.5, an “NLP application for
classifying text” is “NLP Topic Models” and the typical
algorithm is shown in Fig. 2.6. The necessary steps are:
Reading dataset, Preprocessing text, Data vectorization,
Feature engineering, and ML model selection. All of
them are applied in sequence in the MATLAB program
shown in Table 2.3.

2.6.2.1 Research 2.1: “NLP Topic Models
between a blog with a patient with neurologic
disease and a researcher”

2.6.2.1.1 General objective

“Analyze a text chat conversation between a patient “x”
with neurologic disease and a biomedical researcher to
obtain NLP Topic Models from the conversation to detect
the four main topics.”

2.6.2.1.2 Specific objectives of this research

1. Find the most four important topics of all the dialog
conversation

2. Apply “Bag-of-Words method” for “vectorization,”
“LDA model” for classification and obtain “word-
cloud chart” for the four most important topics of the
dialog conversation.

3. Create a chart for “Mixtures of the four main topics in
each document created.”

4. Analyze text chat conversation using: “Phrases of
three consecutive words.”

2.6.2.1.3 Developing a MATLAB program for this
research: “NLP Topic Models”

The MATLAB program* following the basic algorithm
shown in Fig. 2.6 is applying the specific objectives for
this research, and the MATLAB program is shown in
Table 2.3.

Note*: For this example, it is necessary to install the
following MATLAB toolboxes: “Statistics and Machine
Learning Toolbox” and “Text Analytics Toolbox.”

The program uses MATLAB function named
“preprocessText(),” for preprocessing text applying the
following techniques: “fokenization,” “lemmatizing,”
“erase punctuation,” and “remove words” < =2 charac-
ters or remove words > = 15 characters, as explained in
Section 2.5; the function is indicated in Table 2.4.

2.6.2.1.4 Results from the MATLAB program for
research: “NLP Topic Models”

When the MATLAB program from Table 2.3 is run, we
obtain the following results:

1. The results for Step 1 show that the dataset is struc-
tured in three fields: “Time,” “From,” and “Event_
Narrative,” as indicated in Fig. 2.7A.

2. The content of the variable dataText(i) is an array of
10 X 1 string that contains the text chat conversation
as indicated in Fig. 2.7B.

3. The results for Step 3) show that the “Bag-of-Words”
has been processed and the document tokenized as
indicated in Fig. 2.7C.

4. In Step 4) the value for the “numTopics” variable is for
the number of topics that minimize the amount of the
numbers of them, and another criterion is that models
fit with larger numbers of topics may take longer to
converge. The results for Step 5) of Fit an “LDA
model” based on the four topics in the four documents
using “worldcloud” chart are shown in Fig. 2.8. The
main topics are “symptoms (multiple diagnosis),” “dis-
ease (sclerosis),” “nervous system (brain, body ana-
lyze),” and “movement (human disorder).”

5. The results for the special Step 6) indicate a chart of
the probability of finding the following vocabulary
“Neurologic diseases measuring signals from body
movements” in each topic. The result is stored in the
vector variable “topicMixture = [0.2384,0.2059,
0.4084,0.1472]” as shown in Fig. 2.9A.

6. The results for special Step 7) are the visualization of
the multiple topic mixtures in the four documents as
shown in Fig. 2.9B.
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TABLE 2.3 MATLAB Program for “NLP Topic Models,” between a patient with neurologic disease and a researcher to
analyze a text chat conversation.

%% Section2.5.1.2 NLP Example of Topic Models as shown in Fig. 2.6

% Textbook: APPLIED BIOMEDICAL ENGINEERING USING AT AND COGNITIVE MODELS

%% Environment variables

rng( ‘default’); % default values to MATLAB random generator

%% Step 1) Reading dataset

data=readtable("messages.csv", ‘TextType’, ‘string’); % Structured datafile
% In subdirectory. \Exercises_book_ABME\CH2\NLP example of Topic models

head(data)
textData=data.event_narrative; % concentrate on
textData(1:9) %9 text dialog conversation

%% Step 2) Preprocessing text: Tokenization, Lemmatizing, Erase punctuation,
% Remove Tist of stop words, Remove words with >=2 Charac, with >=15
documents =preprocessText(textData);
documents(1:4)
%% Step 3) Vectorizing Data
bag=bag0fWords(documents)
documents =preprocessText(textData);
documents(1:4)
%% Step 4)Feature Engineering
numTopics =4;
%% Step 5) ML Classifier
% A Latent Dirichlet Allocation (LDA)is a topic model which discovers
% underlying topics inacollection of documents and infers the word
% probabilities in topics.
md1 =fitlda(bag,numTopics, ‘Verbose’,0);
figure; % Visualize Topics Using Word Clouds function
for topicldx=1:4

i) subplot(2,2,topicldx)

ii) wordcloud(mdl,topicldx);

iii) title("Topic"+ topicldx)
end
%% Special step 6) ViewMixtures of Topics in Documents
newDocument = tokenizedDocument ("Neurologic diseases measuring signals frombody movements");
% Use transform to transform the documents into vectors of topic probabilities.
topicMixture=transform(mdl,newDocument) ;
figure
bar(topicMixture)
x1label("Topic Index")
ylabel ("Probability")
title("Document Topic Probabilities")
%% Special step7) Visualizemultiple topicmixtures of documents
figure
topicMixtures=transform(mdl,documents(1:4));
parh(topicMixtures(l:4,:), ‘stacked’)
x1im(L0 1])
title("Topic Mixtures")
xxlabel ("Topic Probability")
ylabel ("Document")
legend("Topic" + string(l:numTopics), ‘Location’, ‘northeastoutside’)
%% Special step 8) Analyze text chat conversation using phrases of 3 consecutive words.
bag=>bag0fNgrams(documents, ‘NGramLengths’,3);
figure
wordcloud(bag);
title("Neurologic diseases")

Note: This MATLAB program can be downloaded from the book’s website companion and installed in the following path “...|Exercises_book_ABME\CH2
INLP example of Topic models| TopicModels.m”.

53



54  Applied Biomedical Engineering Using Artificial Intelligence and Cognitive Models

TABLE 2.4 The MATLAB main program shown at Table 2.3 for “NLP Topic Models” call the function ahown at
table 2.4 for preprocessing text as needed on NLP.

function documents =preprocessText(textData)

documents = tokenizedDocument(textData); % Tokenization

documents = addPartO0fSpeechDetails(documents); % Lemmatizing

documents =normalizeWords(documents, ‘Style’, ‘Temma’);

documents =erasePunctuation(documents); % Erase punctuation
documents = removeStopWords (documents) ; % Remove stop-words
documents = removeShortWords(documents,?2); % Remove words <=2 charac
documents = removelLongWords (documents,15); % Remove words > =15 charac
end

Note: This function can be downloaded from the website companion and install in the following path “...|Exercises_book_ABME\CH2|NLP example of
Topic models\preprocessText.m".

Time from Event Narrative
07/22/201% 16:10 "Patienc_x" " I'm a writer and affected by multiple sclerosis. I consider I'm misdiagnosed and neurolc
07/30/2019 17:15 "Garza-Ulloa"™ " I'm sad that you have Multiple Sclerosis symptoms and you feel misdiagnosed for your neu
(A) 07/30/201% 17:20 "Patient_x" "Could you explain me about nervous system, and your sclution?”
07/30/2019 17:20 "Garza-Ulloa"™ "The nervous system of the human body integrated by: the brain, spinal cord and peripheral
07/30/2019% 17:25 "Garza-Ulloa"™ "Every time that we measure the signals from of movement activities based on voltages from
07/30/2019 17:30 "Garza-Ulloca"™ "These methods are explained in my book, to students and ressarchers around the word and t
07/30/201% 17:35 "Garza-Ulloa™ "About your Multiple sclercosis (MS), ic is a demyelinating disease in which the insulating
07/30/201% 17:40 "Garza-Ullca™ "It is important to point that I don?t give any diagnose of the dissases. I?m a reseaxch t©

fox1 string arraly

" I'm a writer and affected by multiple sclerosis. I consider I'm misdiagnosed and neurclogist in my place just don't interpret
" I'm sad chat you have Multiple Sclercsis symptoms and you feel misdiagnosed for your neurologist. Thanks for read my tText on
(B) *Could you explain me about nervous system, and your solution?”

"The nervous system of the human body integrated by: the brain, spinal cord and peripheral nerwvous, send elecctrical signals to
"Every time that we measure the signals from of movement activicies based on voltages from muscles when the have contraction/e
"These methods are explained in my book, to students and researchers around the word and they can be applied in all diseases/ir
"About your Multiple sclerosis (MS), it is a demyelinating disease in which the insulating covers of nerve cells in the brain i
*It is important to point that I don?t give any diagnose of the diseases. I?m a resesarch that develop methods that can be used

*"Thank you very much, I love the philosophy of your research. NHone a single person in the world is able to describe exactly whi
"n

bag =

bagOfwWords with propercies:

(C)

4=1 tokenizedDocument:

32 tokens: writer affect multiple sclerosis consider misdiagnosed neurclogist place just interpret COmpare MAgNETiC resonhance i
89 tokens: sad multiple sclerosis symptom feel misdiagnosed neurologist thanks read text appropriate mechodology detect measure
4 tokens: explain nervous system solution

58 tokens: nervous system human body integrate brain spinal cord peripheral nervous send electrical signal system consist three

FIGURE 2.7 MATLAB text results for “NLP Topic Models”: (A) dataset from conversation, (B) variable dataText(i), and (C) “Bag-of-Words”
results.

7. The special Step 8) for analyzing text chat conversation visualization in a chart of “bagofNgrams” for a trigram
using phrases of three consecutive words can be or three consecutive words.
obtained using the MATLAB function “bagofNgrams,”
that allow specify the number of consecutives words to
analyze based on: “gram” for one word, “bigram” for ~ 2.6.2.1.5 Conclusions and recommendation
two consecutive words, etc. The “bagofNgrams” The example of “NLP Topic Models with MATLAB”
objects can be used in other “Text Analytics toolbox  shows that by using “AI NLP” analysis that we have
Sunctions,” such as “wordcloud” and ‘“fitlda.” The powerful commands available on the “Text Analytics
results for this step are shown in Fig. 2.10A the objects  Toolbox,” that allow the detection of the main topics in
created by “bagofNgrams” and in Fig. 2.10B the different “grams.” We can divide the function available
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FIGURE 2.8 MATLAB chart results for “NLP Topic Models” showing the four main topics: symptoms (multiple diagnosis), disease (sclerosis), ner-

vous system (brain, body analyze), and movement (human disorder).

(A) Document Topic Probabilities

045 T T T T
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0.35

Probability
=
~
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Topic Index

(B) Topic Mixtures
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FIGURE 2.9 MATLAB chart results for “NLP Topic Models”: (A) Document Topic probabilities for “Neurologic diseases measuring signals from

body movements” and (B) Topic Mixtures.
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(A)

Neuraloglc diseases

o relate human kinematics
injury relate human measure disease injury

methodology detect measure
text appropriate methodology
() brain spinal cord
human gait cycle read text appropriatecord peripheral nervous

appropriate methodology detect

) ) detect measure disease
spinal cord peripheraldisease injury relate

human kinematics kinetics

FIGURE 2.10 MATLAB “NLP Topic Models of three consecutive words”: (A) text result and (B) chart result: brain spinal cord.

on this toolbox into Visualization function, model & pre-
dict function, import function, preprocess function, and
string functions, where:

® Visualization functions are used for word clouds and
text scatter plots to summarize and validate results, as
follows:
o “wordcloud” is used to create word cloud chart
from Bag-of-Words or LDA model.
o “wordCloudCounts” counts words for word cloud
creation.
“textscatter” is used for a 2D scatter plot of text.
“textscatter3” is used for a 3D scatter plot of text.
“heatmap” can create a heatmap chart.
“histcounts” is used for histogram bin counts.
“discretize” is used for group data into bins or
categories.
® Model & Predict functions allow conversion of text
into numeric representation using Bag-of-Words or
pretrained word embedding models, and apply special-
ized ML algorithms for prediction and topic modeling
as follows:

O O O O O

o “readWordEmbedding” for reading word embed-
ding from text file. “trainWordEmbedding” to train
word embedding.

o “word2vec/vec2word” to map words to embedding
vectors.

o “ldaModel” for a Latent Dirichlet allocation
(LDA) model.

o “IsaModel” for a Latent semantic analysis (LSA)
model.

o “bagOfWords” for Bag-of-Words model.

“fitlda” to fit latent Dirichlet allocation (LDA) model.

o

o “fitlsa” to fit a latent semantic analysis (LSA)
model.

o “predict” to predict top LDA topics of documents.

o “fitdist” to fit probability distribution object to
data.

o “fitrlinear” to fit linear regression model to high-
dimensional data.

o “fitclinear” to fit linear classification model to
high-dimensional data.

o “fitcecoc” to fit multiclass models for classifiers.

Import functions used to extract text from Microsoft

Word files, PDFs, text files, and spreadsheets as follows:

o “extractFileText” to read from PDF, Microsoft
Word, and plain text.

o “textscan” to read formatted data from text file or
string.

o “readtable” to create table from file.

o “compose” to convert data into formatted string
array.

o “xlsread” to read from Microsoft Excel spreadsheet
file.

o “webread” to read content from RESTful web
service.

o “TabularTextDatastore” a datastore for tabular text
files.

o “FileDatastore” a datastore with custom file reader.

o “SpreadsheetDatastore” a datastore for spreadsheet
files.

Preprocess functions to remove less helpful artifacts such

as common words, punctuation, and URLs and apply text

normalization to stem words to their root word as follows:

o “tokenizedDocument” to split documents into col-
lections of words.



Cognitive Science, Cognitive Computing, and Human Cognitive relation Chapter | 2 57

o “normalizeWords” to remove inflections from
words using the Porter stemmer.

o “bagOfWords” for a Bag-of-Words model.

o “stopWords for stop word list.

o “context” to search documents for word occur-

rences in context.

o “removeWords” to remove selected words from

document or Bag-of-Words.

o “removeLongWords” to remove long words from

documents or Bag-of-Words.

o “removeShortWords” to remove short words from

documents or Bag-of-Words.

o “removelnfrequentWords” to remove words with

low counts from Bag-of-Words model.

o “erasePunctuation” to erase punctuation from text

and documents.
® String functions for manipulate, compare, and store
text data efficiently as follows:

o str=declare a string variable, that is, “Hello,

world.”

o str=declare a string array, that is, [“Hello”,

“World”].
o “str=string(C)” to convert a character vector C to
a string.

o “str2double”
numbers.
“strlength” to return the length of strings.
“isstring” to determine if input is string array.
“join” to combine strings.

“split” to split strings in string array.

“splitlines” to split string at newline characters.

“replace” to find and replace substrings in string

array.

“contains” to determine if pattern is in string.

“erase” to delete substrings within strings.

o “extractBetween” to extract substrings between
indicators.

o “extractAfter” to extract substring after specified
position.

o “extractBefore” to extract substring before speci-
fied position.

o “strcmp” to compare strings.

o “regexp” to match regular
sensitive).

to convert a string to double

O O O O O O

o O

expression (case

2.6.3 “NLP audio files” with MATLAB

MATLAB provides a few built-in functions that allow
one to import and export audio files. Newer versions of
MATLAB that include “Audio Toolbox,” the functions
“audioread’ and “‘audiowrite” can be used to read and
write data to/from various types of audio files.

2.6.3.1 Research 2.2: “NLP read and reproduce
audio files stored and by frame in real time
using MATLAB”

2.6.3.1.1 General objective

“Reproduce audio files as entire file stored and frame-by-
frame as in real time in MATLAB.”

2.6.3.1.2 Specific objectives of this research

1. “Read entire audio file” into workspace and then send
to the computer speakers.

2. “Read each frame of audio” into workspace and then
send audio by frame to speakers.

3. “Release resources” used to reproduce audio files.

2.6.3.1.3 Developing a MATLAB program for this
research: “NLP MATLAB audio files”

The MATLAB program is shown in Table 2.5. For this
example, the MATLAB toolboxes “Audio Toolbox” and
“DSP System Toolbox must be installed.

2.6.3.1.4 Results of the MATLAB program for “NLP
read audio files”

When the program shown in Table 2.5 is run, two text mes-
sages are shown on the screen as indicated in Table 2.6.
After the first message “Reading entire audio file...”
is shown on the screen, the audio message is heard on the
speaker of your computer. This is achieved by two
MATLAB commands from the “Audio Toolbox’:

® “[Y, FS] = audioread(FILENAME),” it reads an audio
file specified by the character vector or string scalar
FILENAME, returning the sampled data in Y and the
sample rate FS, in Hertz. This instruction can read the
following audio file types: wave (.wav), FLAC (flac),
MP3 (.mp3), MPEG-4 (.m4a, .mp4), and OGG (.0gg).

® “soundsc(Y,FS),” it writes the Y vector into the
speaker using the sample rate FS.

After the second message “Reading frame by frame
audio file...” is shown on the screen, the audio message
is processed frame-by-frame separately, written to the
speaker and sent to the speaker frame-by-frame using a
loop instruction. Using the Following MATLAB com-
mand from “Audio Toolbox” and “DSP System Toolbox”:

® “fileReader = dsp.AudioFileReader(FILENAME)”
allows the specified audio file to be read using an
instruction from “DSP System Toolbox” that allows
reading of audio samples from it and to be stored in
the object “fileReader.”

® “deviceWriter = audioDeviceWriter("SampleRate",
fileReader.SampleRate),” it allows the audio data to be
played using the computer’s audio device in the object



58 Applied Biomedical Engineering Using Artificial Intelligence and Cognitive Models

TABLE 2.5 The MATLAB main program to reproduce “NLP read audio files” as entire audio file and frame-by-frame.

%% NLP MATLAB audio file

% Textbook: APPLIED BIOMEDICAL ENGINEERING USING AT AND COGNITIVE MODELS

% Require: Audio Toolboxand “DSP System Toolbox™
%% Environment
clc; % Clear Command Window

%% Read entire audio file intoworkspace and then send to speakers

disp("Reading entire audio file...");
[audioData,fs]=audioread("hello_world.wav");
soundsc(audioData,fs);

pause(5);

%% Read each frame of audio into workspace and send it by frame to speakers

disp("Reading frame by frame audio file...");
% 0bject read audio frame-by-frame.

fileReader =dsp.AudioFileReader("hello_world.wav");

% 0bject towrite audio to speakers

deviceWriter=audioDeviceWriter("SampleRate",fileReader.SampleRate);
% Loop, read each frame from the file and write to the device.

while ~isDone(fileReader)
i) % Read one frame of audio data fromthe file.
ii) audioData=fileReader();

(1) % Write one frame of audio data to your speakers.

iii) deviceWriter(audioData);
end

%% Release the file and audio device after use them to free resources

release(fileReader);
release(deviceWriter)

Note: This program can be downloaded from the book website companion and install in the following path “...|Exercises_book_ABME\CH2\NLP MATLAB

Text to speechlaudiofiles.m”.

TABLE 2.6 The text message shown in the computer
screen when the program of Table 2.5 is run in
MATLAB.

Reading entire audio file. ..
Reading frame by frame audio file. ..
>>

“deviceWriter” that plays audio samples using an
audio output device in real time.

® “While. end,” it is the loop to send each sample to the
speakers.

At the end of the program the computer resources are
released using the instruction “release (FILENAME).”

2.6.3.1.5 Conclusions and recommendation for
research

MATLAB is very easy and practical to use to reproduce
different types of audio file as “a complete file” or
“frame-by-frame in real-time” in the computer speaker
thanks to the functions available in “Audio Toolbox” and
“DSP System Toolbox.”

2.6.4 “NLP Text to Speech” using MATLAB

The “NLP Text to Speech capability” is necessary for
action generation as explained in Chapter 1, Biomedical
Engineering and the Evolution of Artificial Intelligence,
in the “General Architecture Framework of a Cognitive
Computing Agents System (AI-CCAS),” as shown in
Fig. 1.13.

2.6.4.1 Research 2.3: “NLP Text to Speech” as
action generation using MATLAB

2.6.4.1.1 General objective

“Create a user input string function for enter text and

create text files for “MATLAB NLP Text to Speech
function.”

2.6.4.1.2 Specific objectives of this research

1.“Create a user text input string” for “MATLAB NLP
Text to Speech.”

2.“Convert Text-to-Speech” from MATLAB from the
user input text dialog.

3.“Test Text-to-Speech from different format text file.”
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2.6.4.1.3 Procedure

Developing a MATLAB program for this research: “NLP
MATLAB text to speech” using the code shown in Table 2.7
a. MATLAB has a user function “TextToSpeech” that is
called from the main program as shown in Table 2.8.

Note*: For this example, it is necessary to install the
following MATLAB toolboxes: “Audio Toolbox” and
“Text Analytics Toolbox.”

The function “TextToSpeech()” shown in Table 2.7
receives the filename and it extracts the text using the

TABLE 2.7 This MATLAB function “TextToSpeech()” is called when the program of Table 2.8 is run to send speech

from text.

function TextToSpeech(filename)
% Extract text toa string froma file

str=extractFileText(filename);% Instruction from Text Analytics Toolbox

% Make a .NET assembly visble to MATLAB
NET.addAssembly(‘System.Speech’);

% Representation of a MATLAB NET object
obj=System.Speech.Synthesis.SpeechSynthesizer;
obj.Volume=100;

% call function to send the string in object to speaker

Speak(obj, str);
End

Note: This program can be downloaded from the website companion and install in the following path “...|Exercises_book_ABME\CH2INLP MATLAB Text

to speech| TextToSpeech.m”.

TABLE 2.8 This MATLAB program called function “TextToSpeech()” used input dialog and different text types to test it.

%% NLP MATLAB Text-to-Speech

% Textbook: APPLIED BIOMEDICAL ENGINEERING USING AT AND COGNITIVE MODELS

% Require:“Text Analytics Toolbox” and "Windows. NET"
%% Environment

clc; % Clear Command Window

%% Test 1) Text-to-Speech fromuser input dialog

% create a user input dialog

userPrompt = ‘Enter text for speech in the computer speakers?’;

titleBar = ‘TextToString’;

defaultString= “APPLIED BIOMEDICAL ENGINEERING USING AT AND COGNITIVE MODELS *;
cellInput =inputdlg(userPrompt, titleBar, 2, {defaultString});

if isempty(celllnput)
a) return;
end; % When clicked Cancel .
str=char(cellInput); % Convert fromcell to string.
filename= ‘userInput.txt’;

fileID= fopen(filename, ‘w’);fprintf(filelD,str);fclose(filelD);

TextToSpeech(filename);

%% Read Text-to-speech fromdifferent format text type file

%% Test 2) Text-to-speech from text file
disp("Text-to-Speech from text file (.txt)...");
TextToSpeech("hello_world_book.txt");

%% Test 3)Text-to-speech fromMicrosoft Word file
disp("Text-to-Speech from
TextToSpeech("helloworld.docx");

%% Test 4)Text-to-speech from HTML pages
disp("Text-to-Speech fromhtml (.htm)...");
TextToSpeech("helloworld.htm");

%% Test 5)Text-to-speech frompdf files
disp("Text-to-Speech frompdf file (.pdf)...");
TextToSpeech("hello_world_book.pdf");

Microsoft Word file (.docx)...");

Note: This program can be downloaded from the book website companion and install in the following path “...|Exercises_book_ABME\CH2\NLP MATLAB

Text to speech| MATLABTextToSpeech.m”.
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“extractFileText()” instruction from “Text Analytics
Toolbox.” Then using a Windows .NET assembly object
representation is used to call the function “Speak()” to
send the text as speech to the computer speakers.

2.6.4.1.4 Results from “NLP Text to Speech” with
MATLAB

When the program shown in Table 2.8 is run, the “user
input dialog” is shown on the screen as indicated in
Fig. 2.11A where an enter user text is requested or press
the button “OK” to accept the default text, then the “zest
to speech function” is called to “send the speech to the
computer speakers”; after that the four tests shown in
Fig. 2.11B from different text files are listened to from
the formats: “text file (.txt),” “Microsoft Word file (.
docx),” “HTML web format (.htm),” and “pdf (.pdf).”

2.6.4.1.5 Conclusions and recommendation for
research: “NLP Text to Speech” with MATLAB

The function created in this example is very important for
“NLP processes” and it is going to be frequently used for
different “NLP MATLAB applications,” as an important
“action of generation” section of the “General

Architecture Framework of a Cognitive Computing
Agents System (AI-CCAS)”, as explained in Fig. 1.13.

2.6.5 “NLP Speech to Text” with MATLAB and
IBM Cloud API

The solution for “NLP Speech to Text” with MATLAB is
based on the “Audio Toolbox,” which needs an “internet

active connection” and an “active subscription to a
speech-to-text services” in “Cloud Services*’ such as
“IBM Watson Speech to Text API,” “Google Cloud
Speech-to-Text API” or “Microsoft Azure Speech
Services API.”

Notes*: “Cloud Services” is any service made avail-
able to users on “demand via the internet from a cloud
computing provider’s server” as opposed to being pro-
vided from a company’s own on-premises Servers.
“API’ is come from the initials of “Application
Program Interface” that define a set of routines, proto-
cols and tools for use or build software applications.
“API” specifies how the software component should
interact.

To build the “NLP Speech to Text” with MATLAB we
are going to undertake five steps, as indicated in
Fig. 2.12; these are:

2.6.5.1 Research 2.4: “NLP Text to Speech” as
action generation using MATLAB and IBM
Cloud API

2.6.5.1.1 General objective

“Create an NP text to speech as action generation for the

framework AI-Cognitive Computing Agents System (Al-
CCAS) in MATLAB using an IBM Cloud API.”

2.6.5.1.2 Specific objectives of this research

Apply the seven steps to create the “NLP MATLAB
Speech” application, as shown in Fig. 2.12.

)

Input Text for
Speech

4 TextToString — X

Enter text for speech in the computer speakers?
| APPLIED BIOMEDICAL ENGINEERING USING A |
Al AND COGNITIVE MODELSI

V |

OK Cancel

Generation

Command Window

® Q)

Text files for
Speech
Generation

&>

Text-to-Speech from text file (.txt)...
Text-to-Speech from
Text-to-Speech from html (.htm)...

Text-to-Speech from pdf file (.pdf)...

Microsoft Word file (.docx)...

FIGURE 2.11

Output results “NLP Text to Speech” with MATLAB: (A) from user input dialog and (B) from different text files format.
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Download and extract from MATLAB® web site the
application “speech2text.zip”

|

Set up 3rd party Cloud Service
IBM Watson Speech To Text API

!

Setup a “speechClient” object from
IBM Watson APl to MATLAB

!

Test the service performing a
Speech-to-Text transcription
|
Perform Speech-to-Text in MATLAB
“Audio Labeler application”

Step 1)

Step 2)

NLP MATLAB®

Speech to Text| S/ 3)

Step 4)

Step 5)

FIGURE 2.12 The five steps to create the
“NLP MATLAB Speech” application.

NLP MATLAB®

Speech to Text Step 1)

Download and extract from MATLAB® web site the
application “speech2text.zip”

# mathworks.com/matlabcentral fileexchange/65266-speech2text

File Exchange

MATLAB Central »  Files

has been added to File Exchange

ANNOUNCEMENT
] ding of
= Fite Exchange now offers the abity to dewnloadinestons previous versions of community

speech2text

4 KB) by MathWorks Audio Toolbox Team B3

ok version 12.8 (20
p 2

por—
W

Automatic speech-to-text conversion

Automate labeling and tagging of speech recordings, assess the performance of DSF pipelines for voice and speech enhancement, run text
analytics on voice recordings, and more

This entry enables you to convert sampled speech recordings available as MATLAB vectors into strings using a single function call. Starting from

MATLAB release R2019b, this also enables you to perform speech transcription interactively using Audio Labeler app

FIGURE 2.13 The first step to create the “NLP MATLAB Speech” application.

§ Trial software

10 Ratings
89 Downloads @
Updated 16 Sep 2020

View Version History

Requires
An infermet connection. An active subscription to a
supported speech-to-texd cloud service

MATLAB Release Compatibility
Craatad with B2020a

2.6.5.1.3 Developing a MATLAB program for this .

research

Step 1) Download and extract from MATLAB website the
application “‘speech2text.zip” as shown in Fig. 2.13 [30], in
the subdirectory for exercises of this book: “..\Exercises_
book_ABME\CH2\NLP MATLAB Speech to Text.”

This download mainly has three user MATLAB func-
tions: “speech2text.m,” “speechClient.m,” and “Setup.m
(inside a subdirectory setup)”, where:

® ‘“speech2text.m” is a function that enables the interface
with third party cloud-based speech-to-text APIs

® “speechClient.m” is the specific “speechClient inter-
face with third party cloud-based speech-to-text APIs”

“Setup.m (inside a subdirectory setup,” tun this file
in MATLAB to add the “speech2text folder’ to the
MATLARB search path, and save it for future reference®.

Note*: Please be sure that the MATLAB release is
R2019b or newer, and the “Audio Toolbox from
MATLAB” must be installed, it contains a “SpeechToText”
automation interactive algorithm named “AudioLaber
App” to be used later in “Deep Learning” Algorithms.

Step 2) Set up third party Cloud Service IBM
Watson Speech to Text API. Create an “IBM Cloud
account and its API” following the substep indicated
in Table of slides 2.1, showing graphical all the steps to
achieve it.



Table of slides 2.1 Steps to set up third party IBM Cloud API key for MATLAB Speech to Text*.
Slide  Description Screen figure

1 Login or Create on IBM Cloud 1. Create an IBM Cloud Account in the website: https://cloud.ibm.com/registration
Account on the website: https://
cloud.ibm.com/registration*

Fill the requested fields and press
the button: “Next.” Then, renten frem necount
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In your email you will receive an
Action required to confirm your
IBM Cloud Account

To confirm your IBM Cloud
Account, press the button:
“Confirm Account”. You will be
directed to IBM Cloud Login

2. In your email you will receive an Action required to confirm your IBM Cloud Account
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-
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- Thank you for signing up for IBM Cloud! Confirm
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Maore

By confirming your account, you accept the Temms

ofUise

Welcome and happy building!

Thank you,

IBM Cloud

8 Copynon A Corpartion 3014, 2995,

— s = =

To confirm your IBM Cloud Account, press the button: “Confirm Account”. You will be directed to IBM Cloud Login
J IGUSINGATANDICOGN TIVEMODELS by Dr: Jorge Garza zf
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Slide  Description

3 . Welcome screen in IBM Cloud
To login press the button: “Log

Ll

n

Screen figure

3. Welcome screen in IBM Cloud

<« c @ D8 htusliovdim comiecitraionfaccmt Vigw) v @ || Q search

/) IBM Cloud

Welcome!
You confirmed your IBM Cloud account, and it is
now activated. Log in to get started.

To login press the button: “Log in”
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4. Screen for IBM id Account Privacy
e | ® @ gy dome fen-us
About your IBMid Account Privacy

Read and press the button: “Proceed”
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Slide
5

Description

Read screen welcome to IBM
Cloud
To continue press the button:
//NeXt/l

Screen figure

5. Read screen welcome to IBM Cloud

€« c o

= 1BM Cloud

@ & hps ud ibm.com

110%

o @ 7| Q sen

Dashboard

Resouree Summary

Welcome to IBM Cloud

~

\

| 4

Q

Catalog Docs Support Manage Research Consultant Service...

= 1BM Cloud

We're glad you're here! Now that your account is all set up with a resource group, ofg, and space already created

for you, you're ready to start working on your projects.

Location status

To continue press the button: “Next”

Erom)

el
L)

WOKSARELEDIBIOIVIEDICA]

EINGINEERIIN

o=

STINGEAIANINEOEIN

HVENMODELS DY

DrJorgeiGarzaUlioa



Continue Reading screens about 6. Continue Reading screens about instructions for use IBM Cloud
instructions for use IBM Cloud
To continue, until the last screen
and press the button: “Close”

= 1B8M Cloud Q, Catalog Docs Support Manage Research Consultant Service...

Dashboard ST Ccote cesource
What do you want to build?

Resource summary

FEEDBACK

We provide a broad set of offerings you can use as building blocks to run your apps. Head over to the catalog and
start exploring IBM Cloud.

Location status

=X 2 _;‘F\.\
| | M v

To contiﬁﬁe, until the last screen and press the button: “Close”
| From BOOK: APPLIEDBIOMEDICALENGINEERING USING Al ANDICOGNITIVEMGDELS b)

(Continued)



(Continued)

Slide  Description Screen figure
7 IBM Cloud Dashboard Screen 7. 1BM Cloud Dashboard Screen
Be familiar with this important = c @ ~ e s | o © ][ Q e =
screen and select the upper-left
icon known as: “Navigation ks :
Menu"
Dashboard Customize o Upgrade account
Resource SUMmary View resources Learn View more Location status
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Apps Support cases View support Usage ew usage
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Be familiar with this importantscreen and select the upper-left iconH known as: “Navigation Menu “
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Navigation Menu of IBM Cloud
Dashboard Screen

Go down in the Navigation
Menu and locate Watson sub.
menu.

Navigation Menu of IBM Cloud Dashboard Screen
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Slide
9

Description

In your IBM Cloud Watson
Screen select “Catalog” to select
an API service to be created
Click on the Al category (arrow1)
and select with a click “Speech
to Text” (arrow 2)

Screen figure

9. In your IBM Cloud Watson Screen select "Catalog to select an APl service to be created
“« =2 C o @ & hitpsy/fdoud.ibmcom/catalogsearch = labetiteSicategory = ai E sox e @ | Q Searct
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n @
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£ Integration (12)
&

# Internet of Things (8)
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0 Mobile (6)

https://cloud ibm.com

Click on the Al category (arrowl) and select with a click “Speech to Text” (arrow 2)
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In the IBM Cloud Speech to Text
screen

Enter as shown: Service name,
accept your suggest Region/
locations, Select group and

tag = “nlp,” accept license and
then press button “Create”

1

0. In the IBM Cloud Speech to Text screen

Support  Manage

18M Cloud

& Viewall

Speech to Text

Enter as shown: Service name, accept your suggest Region/locations, Select group and tag="nlp”, accept license & press “Create”
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Slide
11

Description

In the IBM Cloud Speech to Text
-Resource list/screen

Select “Manage” then click
“Credentials ,” then copy them to
a new notepad doc, and save the
file as
“IBM_Credentials_Speech2text.
json” in the path

“.. .\Exercises_book_ABME\CH2
INLP MATLAB Speech to Text”

Screen figure

11. In the IBM Cloud Speech to Text Resource list / screen

Start by viewing the tutorial Plan
Lite
F
il | =
Credentials A
vidu credantiss 8 { D
APy \
&1 K -
*"___3 here your AP] ke
URL
Copy here Here your URL i
ind Col 104 100%  Windows (CRLF) U

Select “ Manage” then click Show Credentialsto see your assigned APl Key and URL, then copy them to a new notepad doc
And save the file as “IBM_Credentials_Speech2textAPl.txt” in path “...\Exercises_book_ ABME\CH2\NLP MATLAB Speech to Text”
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12 Go back to your IBM Cloud
Screen using the Navigator menu
and select Dashboard
Notice the service is now on the
section “Resource summary,”
logout using the top icon in the
right side of screen

12. Go back to your IBM Cloud Screen using the Navigatormenu and select Dashboard

Catalog  Docs

Dashboard -/
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Build

Eagions 1B Ciend with 2us.
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Notice the service is now on the section “Resource summary”, logout using the top icon in the right side of screen
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Note*: “IBM Cloud” is a software based on “exponential technologies,” that is constantly being updated and frequently changed, that is, screens, selections, demos, etc. Please, have an “open mind to learn what
you need and deduce how to do it in the updated versions.”
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Step 3) Set up a “speechClient” object from IBM
Watson API to MATLAB

To call the speech client cloud service as API from
the “IBM Watson” by a MATLAB@ function, follow the
next instructions in the MATLAB screen prompt:

® Run the “setup.m” downloaded in Step 1).

e Enter the instruction to create the “speechObjectIBM”
variable as shown in the top of Table 2.9 for the
“IBM Speech to Text API’ to create the “speechClient
object” using the MATLAB instruction indicated at
the beginning of the table.

Step 4) Test the service performing a “Speech to
Text” transcription

Using the instructions indicated in Table 2.10 “read a
speech signal and get the speech samples (y) and sam-
pling frequency (fs).” Then, call the “speech2text” func-
tion and pass the “speechClientIBM” object with “y” and
“fs” parameters. The results indicate that the audio tran-
script = “several tornadoes touch down as a line of severe
thunderstorms swept through Colorado on Sunday” has a
Confidence = 0.96 with Timestamps = 15.

Step 5) Perform Speech-to-Text in MATLAB “Audio
Labeler application”

Enter the instruction of MATLAB Audio Toolbox, in
the prompt enter “audio Labeler,” as shown in
Table 2.11; it will call the screen shown in Fig. 2.14A.

TABLE 2.11 This MATLAB instruction opens the audio
labeler application.

> > audiolabeler
>>

Follow the next indications:

In the “Audio Labeler” screen, load the file ‘audio-
file.flac’ from “.. \Exercises_book_ABME\CH2\NLP
MATLAB Speech to Text,” as indicated in Fig. 2. 14A.
Select the “Speech to Text” icon from the Automation
section, then select “Service Name = IBM” and click
on the “run” icon as indicated Fig. 2.14B. See the gen-
erated text from speech: “several tornadoes touch
down as a line of severe thunderstorms swept through
Colorado on Sunday.”

To play and listen to the audio press the triangle icon
as indicated with an arrow in Fig. 2.14B.

To label the transaction press the symbol “ + ” on the
section “File Labels” then enter the fields as indicated
in Fig. 2.15A and press the button “OK.”

Export label definition as an object selection
“Export > Label Definition>To File” in the current
directory with the name “labelAudioSet.mat”, as
shown in Fig. 2.15B.

TABLE 2.9 This MATLAB instructions creates the “speechClient object” for the “IBM Speech to Text API"*

> > speechObjectIBM = speechClient(‘IBM’,’keywords’, "example,keywords",’keywords_threshold’,0.5);

speechObjectIBM.Options

ans =

struct with fields:

keywords: "example, keywords"
keywords_threshold: 0.5000

Note*: This program can be downloaded from the website companion and installed in the following path “...|Exercises_book_ABME\CH2\NLP MATLAB

Text to speech|SpeechToTextTranscription.m”.

TABLE 2.10 This MATLAB instruction perform Speech-to-Text from an audio transcription.*

[y,fs] = audioread(‘audio-file.flac’);

tableOut = speech2text(speechObjectIBM,y,fs)
sound(y,fs);

tableOut =

1 X3 table

Transcript Confidence TimeStamps

"several tornadoes touch down as a line of severe thunderstorms swept through Colorado on Sunday" 0.96 {15 X 1 cell}

Note*: This program can be downloaded from the website companion and installed in the following path “...|Exercises_book_ABME\CH2\NLP MATLAB

Text to speech|SpeechToTextTranscription.m”.
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(A) In “Audio Labeler” screen, open file 'audio-file.flac'. (B) Select “Speech to Text” icon from Automation section
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FIGURE 2.14 Perform Speech-to-Text in audio Labeler application: (A) opening an audio file. (B) generating the text transcription from the audio file.

(A) In “Audio Labeler” screen, Label the transaction. (B) Export the label definition for ML applications
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FIGURE 2.15 Performing labeling of a speech to text transaction: (A) label the transaction and (B) export the label to be used in ML applications.
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Now the audio file is ready to be used in a ML appli-
cation as a “Deep Learning Workflow,” to be explained in
Chapter 5, Deep Learning Models Applied to Biomedical
Engineering.

2.6.5.1.4 Conclusion and recommendation for this
research

All these steps are useful in all your NLP speech to text
applications that you will need in this book. In addition,
the creation of an IBM account allows the use of many
Al Watson applications and API services.

In this section, we show how to set up the MATLAB “NLP
speech to text” as a step for “NLP” making focus on creat-
ing a necessary to “Set up 3rd party API” due to the big Al
resources needed,” in this book we are using “IBM Cloud
services with Al integrated tools in IBM Watson Studio, and
others like API services.”

2.7 Cloud service and Al

A “Cloud service” is any service made available to users
on demand using the internet from a “Cloud computing”
provider’s server, instead of the traditional company’s
own in-premises servers. “Cloud services” are designed to
provide easy, scalable access to applications, resources,
and services that are fully managed by the “Cloud service
provider.” A “Cloud service” can dynamically scale to
meet the need of the users and because the service pro-
vider supplies the hardware and software necessary for
the request service, there is no need for a company to pro-
vision or deploy its own resources or allocate IT staff to
manage the cloud service.

2.7.1 Cloud service providers and Al

New technologies such as “Artificial Intelligence (Al),”
“Internet of Things (IoT),” “Big Data analysis,” “biotech-
nology,” “digital medicine,” and many others are cur-
rently the focus of many enterprises aiming to simplify
their business model, and their processes. Using “Cloud-
based Al solutions” allows these companies to deploy “Al
apps” to the average user and simplifies their applications
and easy access in the age of “mobile computing.”

Based on the kind of services that a Cloud service pro-
vider is offering, we can classify them in four ways:
“Infrastructure-as-a-Service  (laaS),”  “Platform-as-a-
Service (PaaS),” “Software-as-a-Service (SaaS),” and
“general cloud services”:

® “Infrastructure-as-a-Service (laaS) is when the cloud
service provider offers the most common cloud

services, such as data storage disks and virtual ser-
vers,” that is, Amazon, Rackspace, Flexiscale, and
others.

® “Platform-as-a-Service (PaaS) is when the cloud ser-
vice provider offers a development platform; that
includes operating systems, programming language
execution environment, databases, and web servers.”
“PaaS” has many advantages, such as the operating
system can be frequently upgraded and developed, the
services can be obtained from diverse sources, and
programming can be worked in teams geographically
distributed, that is, Google App Engine, Microsoft
Azure, Salesforce, and others.

® “Software-as-a-Service (SaaS) is when the cloud ser-
vice provider offers access to various software as
applications on a pay-per-use basis instead of buying
licensed programs,” that is, Gmail, Google docs, and
others.

® “Other cloud general services are when the cloud ser-
vice provider offers special services such as integra-
tion, security, management, testing as a service, etc.”

“Cloud computing is a term that generally is used to
describe data centers that offer to many users over the
Internet the on-demand availability of computer system
resources, especially data storage and computing power,
without direct active management by the user.” Based on
the “deployment model of cloud computing,” they can be

classified as “public,” “private,” “hybrid,” or “community
clouds”:

® “Public is when whole computing infrastructure is
located on the premises of a cloud computing com-
pany that offers the cloud services for all public
access.”

® “Private is when the cloud infrastructure is dedicated
solely to one customer/organization.” It is not shared
with others, yet it is remotely located. Optionally, the
customer/organization have an option of choosing an
on-premise private cloud as well, which is more
expensive, but they do have a physical control over
the infrastructure. The private cloud has more security
restrictions with restricted access only to the one cus-
tomer/organization.

® “Hybrid is when the cloud infrastructure includes both
private and public clouds, depending on their pur-
pose.” For example, a public cloud can be used to
interact with customers, while keeping their data
secured through a private cloud.

o “Community cloud is when the cloud infrastructure is
shared between organizations, usually with shared
data and data management concerns.” For example, a
“community cloud” can belong to a government of a
single country. Community clouds can be located both
on and off the premises.
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Thera are many “Cloud service providers” that pro-
vide “Information Technology (IT)” as a service and Al
platforms over the internet. “Cloud computing services”
range from full applications and development platforms
to servers, storage, and virtual desktops. There are various
types of cloud computing services available in the market,
such as “IBM Cloud,” “Amazon Web Services,”
“Microsoft  Azure,”  “Google  Cloud  Platform,”
“Salesforce,” “Oracle Cloud,” “Alibaba Cloud,” and
many others:

® “IBM cloud” is a full stack cloud platform that offers
both: “platform as a service (PaaS) and infrastructure
as a service (laaS) in public, private, and hybrid
environments.” With “IBM Cloud laaS,” organizations
can deploy and access virtual IT resources, such as
computing power, storage, and networking. It is built
with a robust suite of advanced and “Al integrated
tools in IBM Watson Studio and other services,”
allowing one to start building hundreds of cloud com-
puting services and applications immediately.

® “Amazon Web Services (AWS)” is a subsidiary of
“Amazon” that offers reliable, scalable, and inexpen-
sive on-demand cloud computing services and plat-
forms, such as computing power, database storage,
content delivery, and other functionality, such as “Afl
tools, Machine Learning on AWS,” and other services,
to help businesses scale and grow for individuals,
companies, and governments.

® “Microsoft Azure” is a “cloud computing service” cre-
ated by Microsoft for building, testing, deploying, and
managing applications with “Al tools and Azure ML
service and other services” through Microsoft-
managed data centers.

® “Salesforce” is a “cloud computing service” that offers
services for sales, such as: “Sales Cloud,” “Service
Cloud,” “Marketing Cloud,” and “Salesforce Artificial
Intelligence integrated with Einstein as an integrated
Al Tool” that allows adding of data without special
preparation or management models, and many also
they offer more cloud services with the goal of predict
actions from customers.

® “Oracle Cloud” is a “cloud computing service” offered
by “Oracle Corporation” providing servers, storage,
network, applications, and services through a global
network of Oracle Corporation managed data centers.
These services include the “Oracle AI” that are used
to build, deploy, integrate, and extend database appli-
cations in the cloud.

® “Alibaba Cloud,” also known as “Aliyun,” is a
Chinese cloud computing company, a subsidiary of
Alibaba Group. “Alibaba Cloud” provides cloud com-
puting services to online businesses and Alibaba’s
own e-commerce ecosystem. They include in their

services an “ML platform for Al and ET Brain Cloud’s
ultraintelligent Al platform” for solving complex busi-
ness and social problems.

® There are many others like MassiveGrid, Rackspace,
DigitalOcean, Kamatera, Liquid Web, VMware,
Verizon, Navisite, Open Nebula, Pivotal, CloudSigma,
Dell Cloud, LimeStone, Quadranet, etc.

All Cloud service providers have excellent services and
they are continuously evolving with regard to Al technolo-
gies and new Al applications. In this book, we selected to
use “IBM Cloud services using Al integrated tools in IBM
Watson Studio and others like API services,” using the free
account access that facilitates students and researchers to
apply the knowledge, examples, exercises, biomedical pro-
jects, and ideas included in this book.

2.8 IBM Cloud, IBM Watson, and
Cognitive apps

“IBM Cloud” is a robust suite of advanced data and “Al
tools” including “Application Program Interface (API)”
that defines a set of routines, protocols, and tools for
building software applications, such as the one used in
Section 2.6.5, “NLP Speech to Text with MATLAB, with
the integration of IBM Cloud APIs,” that specifies how
the software component should interact. “IBM Cloud”
offers public, private, and hybrid environments. It is built
with a robust suite of advanced and “Al-integrated tools
in IBM Watson Studio and other services” that allow one
to start building hundreds of cloud computing services
and applications immediately. The “IBM Cloud” catalog
has many products and services that are continuously
evolving and growing in number, such as “AL”
“Analytics,” “Databases,” “Storage,” “Integration,” “Web
& mobile,” “Web & app,” “Compute,” “loT,” “Security,”
“Network,” and many others.

® “IBM Cloud AI” includes “Watson Studio,” “Watson
Machine Learning,” “Watson assistant,” “Watson
Discovery,” “Watson Personality Insights,” “Voice
Agent with Watson,” Watson Speech to Text Services,”
“Watson Text to Speech,” “Watson Natural
Language,” “Watson IoT Platform,” “Al Open Scale
Watson Knowledge Catalog,” “Power Al,” and many
others.

® “IBM Cloud Analytics” includes “Analytic Engine,’
“Apache Spark,” “Db2 Warehouse on cloud,” “SQL
Query,” “Streaming Analytics,” and many others.

® “IBM Cloud Databases” includes “Cloudant, IBM
Cloud DBs,” “Blockchain,” “Db2 Warehouse,” and
many others.
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® “IBM Cloud Storage” includes “Block Storage,” “File
Storage,” “Object Storage,” “Evault” and many others.

® “IBM Cloud Integration” includes “API connect,”
“App Connect,” “Aspera on Cloud,” “Event Streams,”
“direct link” and many others.

® “IBM Cloud Web & Mobile”
Foundations, Mobile Analytics,
Mapbox, and many others.

® “IBM Cloud Web & App” includes Size Up Small
Business Intelligence, Hazard Hub, Risk Engine,
Health Score, and others.

® “IBM Cloud Compute” includes “Could Virtual
servers,” “Mass Storage Servers,” “IBM Cloud Private,”
“SAP-Certified Infrastructure” and many others.

® “IBM Cloud IoT” includes “IoT Platform,” “Weather Data
APIs,” “Car Diagnostics API,” and many others.

® “IBM Cloud Security” includes “Activity Tracker,”
“App ID, “Network Security,” “SSL Certificates,”
“Security Advisor,” and many others.

® “IBM Cloud Network” includes: “Internet Services,”
“Virtual Router Appliance,” “DNS,” and many others.

includes Mobile
Push Notification,

In this book some examples and exercises use “/BM Cloud”
and they will focus on services and applications based
on: “Al” “Watson Studio,” “Watson Machine Learning,”
“Discovery,” “Natural Language Understanding,” “Visual
Recognition,” “APIs,” “Storage,” and others to cover the pur-
pose of this book, which is to analyze biomedical engineering
problems, and to obtain Al models to detect, classify, and fore-
cast the process of different illness and injuries of the human
bodly, with a special emphasis on neurologic diseases using Al,
machine learning, deep learning and cognitive models.

2.8.1 IBM Cloud solution for natural language
processing

The main objective of “NLP is reaching the natural con-
versation between computer and human being as cognitive
computing tool.” As explained before, “NLP” is a subfield
of “AL” “ML,” “DL,” and “CC,” and it is an essential part
of the “General Architecture Framework of Cognitive
Computing Agents System (AI-CCAS),” as shown in
Fig. 1.13, and explained in Section 1.6; NLP covers
“speech recognition” as a tool for “natural language
understanding,” “speech generation” as a tool for “natural
language generation,” “cognitive detection,” “cognitive
computing,” and “cognitive model obtainment.”

At this time “IBM Cloud NLP” has many applications
as APIs and services and continues to develop more with
the objective of simplifying and integrating the many
Al solutions that are needed in different fields. Some
of these applications are: “Speech to Text,” “Text to
Speech,” “Natural Language Understanding,” “Watson

Assistant,”  “Compare and Comply,” “Knowledge
Catalog,” “Knowledge Studio,” “Language Translator,”
“Personality Insights,” “Tone analyzer,” “Voice Agent
with Watson,” and many others.

® “Speech to Text” is optimized to process a very high
volume of data messages with minimal delay (latency)
for streaming transcription.

® “Text to Speech” synthesizes
sounding speech from text.

® “Natural Language Understanding” analyzes text to
extract meta-data from contents such as concepts, enti-
ties, emotion, relations, sentiments, and more.

® “Watson Assistant” allows the creation of conversa-
tional interfaces into any application, device, or
channel.

® “Compare and Comply” allows the processing of gov-
erning documents to convert, identify classify, and
compare important elements.

® “Knowledge Catalog” allows one to discover, catalog,
and securely share enterprises.

® “Knowledge Studio” allows teaching IBM Watson the
language of your domain.

® “Language Translator”’ allows the translation of text,
documents, and websites from one language to another,
creating industry- or region-specific translations.

® “Personality Insights” derives insights from transac-
tional and social media data using psychology to
understand customers’ habits and preferences on an
individual level or scale.

® “Tone analyzer” uses linguistic analysis to understand
emotions and communication style in text. It can be
used to conduct social listening, enhance customer ser-
vice, and it can be integrated with chatbots.

® “Voice Agent with Watson” allows the creation of a
cognitive voice agent that uses Watson services to
speak directly with customers using natural language
to provide self-service over the phone.

natural-language-

NLP is a key to obtain benefits from the massive unstruc-
tured text data that exists in the world, applying Al algo-
rithms to process, organize, and understand all the text that
is already available plus the new ones that are generated
every day allowing immediate access to related cases that
can be applied in medicine and healthcare.

2.8.2 IBM Cloud exercise to create APIs for NLP
applications

2.8.2.1 General objective

“Create NLP IBM Cloud APIs and test them using
“cURL” or “Git command tool” to integrate them in
future applications for Biomedical Engineering research.”
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2.8.2.2 Specific objectives of this example

1. “Create an application using the IBM Cloud API for
Text to Speech,” applying the assigned: “API Key and
URL” to be tested out of the IBM website through
“cURL” command-line tools and specify different
IBM Watson voices available as shown in Fig. 2.16A.
“Test an application for IBM Cloud API for Speech to
Text” applying assigned: “API Key and URL” to be
tested out of the IBM website through “cURL”
command-line tools creating different types of audio
files and analyze results based on confidence values.
“Create an application IBM Cloud API for Natural
Language Understanding” applying assigned: “API
Key and URL” to be tested out of the IBM website
through “cURL” command-line tools, to analyze the
content of a web page for: sentiment, concepts, cate-
gories, entities, and keywords.

Note: At the end of this exercise, you will have three IBM
Cloud APIs and services for “NLP understanding,” “Speech
to Text,” and “Text to Speech,” as shown in Fig. 2.16B. These
are going to be used in other applications in Biomedical
Engineering research that will be proposed in this book.

2.8.2.3 Research 2.5: “Creating more IBM Cloud
API services and testing them using command
lines with cURL as an open software”

2.8.2.3.1 General objective

“Creating more IBM Cloud API services and testing them
using from command lines with cURL as an open software.”

(A) Watson API Services “IBM Cloud™ API NLP Examples”
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2.8.2.3.2 Specific objectives of this research

® C(Create services on IBM Cloud additional to “speech
to text”: “text to speech” and “NLP.”

® [earn how to use IBM Cloud API using “IBM creden-
tial for API key and URL” from outside languages and
command as “cURL” or “GIT.”

® Test in “cURL” the IBM Cloud API service: “text to
speech” in different languages and different audio
formats.

® Test in “cURL” the IBM Cloud API service: “speech
to text” in different languages and different audio
formats.

® Testin “cURL” the IBM Cloud API service: “natural

language understanding” to analyze text from a web
page for sentiment, concepts, categories, entities, and
keywords.

2.8.2.3.3 Developing IBM Cloud NLP applications
with IBM APIs

The steps descriptions are summarized in Table of slides
2.2, and each step of the example are visually explained
using screens sequences.

Note: The IBM Cloud website is evolving in an expo-
nential way every day, some screens could be updated, 1
recommend to understand very well the objectives, and
apply them accordingly with the new screen formats and
the contents currently available.

(B) Resource list for “IBM Cloud™ API NLP Examples”
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FIGURE 2.16 IBM Cloud Exercise for API NLP: (A) Watson API to create three services and (B) resource list shows the three API services created.



Table of slides 2.2 Steps for the example “IBM Cloud exercise to create APIs NLP”
Screen figure

Slide
1)

Description

Login in to the “IBM
Cloud” Account in the
website: https://cloud.ibm.
com/login

Enter your “IBMId”
obtained in the last
research (Example “Ch2—1
IBM Cloud new account”
explained in

section 2.6.5.1) and press
the button “Continue”

1. Make login Cloud Account in the website: https://cloud.ibm.com/login

.

Enter your “IBMId” obtainedin “Ch2-1 IBM Cloud new account” explainin section 2.6.5.1 and press the button “Continue”
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Slide  Description Screen figure

3) “IBM Cloud” will shows as 3. In the IBM Cloud dashboard screen will show as initial Screen the “Dashboard”
initial Screen the
“Dashboard” showing one
service for “Speech to
Text” created in * 1 Dashboard
section 2.6.5.1
Press the button “Create
Resource” as indicated
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Showing one service for “Speech To Text” created at section 2.6.5.1 , press the button “Create Resource”
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4)

In the “IBM Cloud create
resources — Catalog”
screen

Select the category “Al/
Machine Learning” then
the service “Text to
Speech”

4. In the IBM Cloud create resources — Catalogscreen
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Slide
5)

Description

In the “IBM Cloud Text to
Speech” screen

Enter as shown: Service
name, select your Region/
Locations, Select group
and tag = “nlp,” then press
button “Create”

Screen figure

5. In the IBM Cloud Text to Speech screen
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Enter as shown: Service name, select your Region/locations, Select group and tag="nlp”, accept license & press “Create”
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6)

In the “IBM Cloud Text to
Speech Resource list”
screen

Select “Manage” then
click “show Credentials”
to see your assigned “AP/
Key and URL,” then copy
them to a new notepad
doc and save the file as
“CH2Text-to-SpeechAPI.
txt” in the path “...
\Exercises_book_ABME
\CH2\NLP MATLAB
Speech to Text”

7. In the IBM Cloud select the navigation men
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Verify that now you have 2 resources as a services: one for Speech to Text and Test to Speech
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Slide
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Description

In the IBM Cloud select
the navigation menu at
upper left the option
Dashboard

Verify that now you have
2 resources as a services:
one for Speech to Text and
Test to Speech

Screen figure

8. For testing the IBM Watson API Install the latest version of :“cURL” or “Git”, they allow commands to call methods service

cURL is a open source computer software project providinga library :

and command-line tool for transferring data using various protocols. o
curur

cURL is used in command lines or scripts to transfer data. It is also .—’

used in cars, television sets, routers, printers, audio equipment, canniand Une feal and Iy

for transfeming data with URLs
mobile phones, tablets, set top boxes, media playersand is the
internet transfer backbone for thousands of software applications

You can download the latest version at: https://curl.haxx.se/

| will recommend to install “Git” instead if you are using windows
Git is a free and open-source distributed version control system
designed to handle everything from small to very large projects with
speed and efficiency.

g ot distaibted vesshon coutrol systes
h very large p with

Git is easy to learn and has a tiny footprint with lightning-fast
performance. It outclasses SCM tools like Subversion, CVS, Perforce,
and ClearCase with features like cheap local branching, convenient
staging areas, and multiple workflows.

You can download the latest version at: https://git-scm.com/

From BOLK: gesarnza Ulloa)
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For testing the “IBM
Watson API” Install the
latest version of: “cURL”
(link: https://curl.haxx.se/)
or “Git command tool”
(link: https://git-scm.com),
they allow commands to
call methods to test the
IBM Watson API service
Note: | will recommend
installing “Git command
tool” if you are using
windows

9. Open the aplicationfor “Curl” or “Git” In your computer. *Here is shown the GIT application on windows

GitHub, Inc

To test the installationin the $ command prompt enter: “curl =V”

Your user name

(Continued)



(Continued)

Slide  Description

9) Open the application for
“cURL"” or “Git command
tool” in your computer.”
*Here is shown the “GIT
application on windows.”
To test the installation in
the “$ command prompt”
enter: “curl —V,” Note: Be
sure that the version has
enabled the “Secure
Sockets Layer (SSL)”

Screen figure

10. Change “Git” background In your computer from black to white. Place cursor inside “Git” screen, a right click on your mouse

€« |
m Color b
[ Looks Looks in Terminal Basic colors: 4
o Calours ErEECEE
Mouse roreground...| [sockgrounsdl] cursor.| NN [ [ I [ N
b Theme [ None o EEEEEEN -
Color Scheme Designer Jtor.----.-
EEEEEEN
Transparency HEEENTE
@off Otow OmMed. OHgh Ocld
[[J Opaque when focused Custom colors
Cursor EEEEEEEN Hoe:[160] e |
@Line Oslock O Underscore EEEEEEEN j =
[ sinking sat[0 | Green:[255]
Colrcad Lum: [240 Biue: [255 |
[ ok Wanc Add to Custom Colors
About... Save Cancel Apply
Select “option”, then tab for “Background”, then on the Color windows select with coloras shown.
In the same way on the tab for “Foreground”, change the color to black. Finally: Press buttons “ok” & “Save”
Hrom BOOK: APPLIED BIOMEDICALTENGINEERINGUSINGATANDICOGNITIVEMGDELS by D Jorge Garza Ulloal




10)

Change “Git command
tool” background in your
computer from black to
white; for this place cursor
inside “Git command tool”
screen, a right click on
your mouse

select “option,” then tab
for “Background,” then on
the “Color windows”
menu option selects with
“color” as shown. In the
same way on the tab for
“Foreground,” change the
“color to black.” Finally:
Press buttons “ok” &
“Save”

11. Test your IBM API “Text to Speech” on “Git” synthesizing text in .wav file format in US English

Step 1) Create a sub-directory in the root of your hard drive inside of the username: C:\Users\jgarz\book ABME
(Note: Instead of “ ... ” will be your user in the windows computer) and Change your defaultdirectory in “Git”
asindicated:

% MINGWS4:/¢/l ... /jgarz/book_ABME - m] X

Dgarz@DESKTOP-GPKFEL] MINGW64
|
Hgarz@DESKTOP-6PKFEL] MINGWG4

Step 2) Copy or enter the following method after you update your assigned IBM Watson API Key and URL indicatedin
yellow without any empty spaces, they were saved on in the folder “..\Book Applied BME\CH2Text-to-SpeechAPl.txt"”
Note. The defaultin the POST .. V1/synthesize method is USA English voice identified as: “en-US_MichaelVoice”
curl -X POST -u "apikey:| enter here your assigned IBM Watson APl Key "\ @
--header "Content-Type: application/json™\
--header "Accept: audio/wav"\
--data "{\"text\":\"hello world, this is my IBM API Text to Speech for Natural Language Learning\"}"\
—-output hello world.wav\ :
" https://enter here your assigned IBM Watson URL /v1/synthesize "

See in next slide the “Git” response for synthesizing text in US English using method POST. Be sure to use " as vertical not “

From BO0OKSAERIED BIOV EIDICAL
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Slide
11)

Description

Test your “IBM Cloud API
Text to Speech” on “Git
command tool”
synthesizing text in .wav
file format in US English
Create a subdirectory in
the root of your hard drive
inside of the user name:
“C:\Users\...\book_ABME"
(Note: Instead of “...” will
be your user in the
windows computer) and
Change your default
directory in “Git command
prompt.” Copy or enter the
“cURL method” and
update your assigned “/IBM
Watson APl Key and URL".
See in the next slide the
“Git command prompt”
response for synthesizing
text in US English using
the method “POST”. Note:
Be sure to use “as vertical
not”

Screen figure

12. Test your IBM APl “Text to Speech” on “Git” synthesizing text in .wav file format in US English

“Git” response for synthesizing text in .wav file format US English using the method POST

MINGW®&4:/c/Users/, ,,, /book_ABME - (|

Jgarz@DESKTOP-G6PKFEL1] MINGWG4
i 4n

garz@DESKTOP-6PKFEL1] MINGW64

> ThisPC » Windows (C:) > Users » » book_ABME
~ O Name = Title C

2 ®| hello_world.wav

Double click the audiofile to listen using the default windows media player.
Note: Use your browser or other sound tools to playaudio files




12)

Test your “IBM Cloud API
Text to Speech” on “Git
command tool”
synthesizing text in .wav
file format in US English
Go to windows directory
indicated as destination in
method “POST” and find
the sound file
“Hello_word.wav,” use
your browser or other
sound tools to play audio
file

13. Test your IBM API “Text to Speech” on “Git” synthesizing text in .ogg file defaultaudio format 1BM Watson in US English

Step 1) Copy or enter the following method after you update your assigned IBM Watson APl Key and URL indicated in
yellow without any empty spaces, they were saved on in the folder “..\Book Applied BME\CH2Text-to-SpeechAPI.txt”
Note. The defaultin the POST .. V1/synthesize method is USA English voice identified as: “en-US_MichaelVoice”

curl -X POST -u '1 enter here your assigned IBM Watson APl Key "\ «
--header "Content-Type: application/json™\

--data "{\"text\":\" C:\Users\jgarz\book_ABME \hello world\"}"\

--output hello world.ogg\,

"‘ https://enter here your assigned IBM Watson URL |/v1;'synthesize"

Step 2) Verity the "Git" response for synthesizing text in US English for .ogg file using the method POST

* MINGWES:/c/Users/jgarz/book_ABME - a >

Jjgarz2DESKTOP-6PKFEL] MINGWG4

1garz@DESKTOP-G6PKFEL]) MINGW64 »

Step 3) Go to the windows directory indicated as destination in the 2D Po > Windoos B0 > Wrer >l BoSc AT
method POST and find the sound file “Hello_word.ogg” A [ Neme = Title

@] hello_world.wav
@ hello_werld.ogg

*
*
o+

- r

From BOGKE AERIIED/BIOMEDICALLENGINEERING USINGAIIAND COGNITIVEMODELS by Dr Jorge GarzaUlloa;
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Description

Test your IBM APl “Text to
Speech” on “Git”
synthesizing text in .ogg
file default audio format
IBM Watson in US English
As indicated Copy or enter
the cURL method after you
update your assigned “/BM
Watson APl Key and URL"
indicated in yellow
without any empty spaces,
they were saved on in the
folder “...|Book Applied
BME\CH2Text-to-
SpeechAPL.txt.” As
indicated. Verify the “Git
command prompt”
response for “synthesizing
text in US English for .ogg
file using the method
POST”

Show the windows
directory indicated as
destination in the method
“POST" and find the sound
file “Hello_word.ogg”
generated.

Screen figure

14. IBM Watson APl has the following many voices available to be used in NLP applications

These are the voices that are available for each language and dialect, includingtheir type and gender. All voices are
available as both Standard voices and Neural voices (To be used on Multiple Deep Neural Networks). If you omit the
optional voice parameter from a request, the service uses the standard “en-US_MichaelVoice voice” by default.
tanguage type Vosce Cander —_— T e i
Brarcan Portuguese Standard 1 IsabelaVoice Female ey DO St e S
I — T s i " o Heural an-L2 fLaVIVoics Female
T ors? HNorth American Spanish Standarg es-US_Sofis . Female
ey e e > oy Neural es-US_SofiaViVoice Female
Neund e ——— - Fomale UK English Standard Female
Frescn Stancars : anieviies Femate — remate
Newra! e-T3_BenestiVoice femae US Engiish ‘] Standard en-US_Aliisenvoice Female
Neurat a-F_Birgievaveice Femase Standard en-US_zisaveics Fomala
Standira +-0K_DissasVeicn paie Neural Femate
—a = Standard Mate
Hatan Stancarg ancescavorce Femaie Mol Yime

From BOOKSARPIEDIBIOMEDICALENGINEERING USING ATANDICOGNITIVEMODELS LY D Jorge Garza Ulloa



14) “IBM Watson APIs” has 15. Use your IBM API “Text to Speech” on “Git” synthesizing text in .wav file format in another language and say your name
the following voices

available to be used in

Step 1) Enter the following code for an example on Spanish saying: “Hello world | am jorge”

“NLP applications: curl -X GET-u "a pikevnl enter here your assigned IBM Watson API Key |"\
Brazilian Portuguese, --output hola_mundo.wavy
Castellan Spanish, French, your assigned IBM Watson URL !,,’ ynthesize?accep lio%2Fwav& hola%20mundo%20soy%20jorge&voice=es-ES_EnriqueVoice"

German, Italian, Japanese,
Latin American Spanish,
North America Spanish,
UK English and US Step 2) Verify the “Git” response for synthesizing text in Spanish using the method POST
English.” If you omit the
optional voice parameter
from a request, the service
uses the standard “en-
United

Jgarz@DES \T:"D—.-DI\.—:__J MINGWE4

$ curl -X GET -u “apikey: Your assign IBM API ke I

- -—output hola_mundo.wav \

> "https: //ap't.us south. text-to-speech.watson.cloud. ibm. com;"lnstances/m
vl/syntheS'lze'r“acceptnaud'aO%ZFnav&text-hc‘laﬁs mundo

soy%ZOjorge&vn'rcezes —-ES_EnriquevVoice™

X . % Total % Received % Xferd Average Speed Time Time Time Current
States_MichaelVoice Dload Upload Total Spent Left Speed
voice” by default 100 75084 100 75084 o O 78786 O ——i=-=I-= —=—I==I-= ——:i--—:1-- 78704

jgar z@DESKTOP-6PKFE1] MINGWG4

Step 3) Go to the windows directory indicated as destinationin the method POST and find the sound file “hola n*_n_undcg" a)r(wd
listen your file » ThisPC » Windows (C)) » Users > jgarz » book ABME -

tos ¢ A [0 Neme = Title

works C55.1 o [4 & hola_mundo.wav

* [ & hello_world.wav
e - - hello_world.ogg
From BOOK: ARPLIED BIOMEDICAILENGINEERING USING AT ANDICOGNITIVE MODELS DY Dr: Jorge Garza Ulloa
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Slide
15)

Description

Use your IBM API “Text to
Speech” on “Git”
synthesizing text in .wav
file format in another
language and say your
name

Enter the following code
for an example on Spanish
saying: “Hello world | am
jorge” . Then verify the
“Git” response for
synthesizing text in
Spanish using the method
POST, and finally Go to
the windows directory
indicated as destination in
the method POST and find
the sound file
“hola_mundo” and listen
your file

Screen figure

16. Go back to your IBM Cloud Screen using the Navigatormenu and select Dashboard

e @ | QRS + n @ © =

<« c @ D&

ibm.com 0%

Resource summary View rescurces Learn Location stalus. View statis

-]
L
-]
dd a1 O3
Apps Support cases View support Usage
. . Estimated total
4 b $0.00
o : This is not an invoice. Accuracy is not
ar e wat theen. Lsae W S Ve 8 Ty o YOUr BUPEON et hars These aren't enough resources gusranteed

fter you mubrmit them. | sar

of Costs to make a chart.

Notice the two services now on “Resource summary”, we can go with double click verify our assigned “APlkey and url” anytime

OK: APPLI
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16)

Go back to your “IBM
Cloud” Screen using the
“Navigator” menu and
select “Dashboard”

Notice the two services
now on “Resource
summary,” we can go with
double click verify our
assigned “APlkey and url”
anytime

17. Test your IBM APl “Speech to Text” on “Git” transcribing US English text in .wav file format without options
Step 1) Change your default directoryin “Git” as indicated:

MINGWEL:/c/Users/jgarz/book_ABME o = >

] MINGWGS

ESKTOP-GPKFEL] MINGWGS

Step 2) Copy the file audio-file.flac from your exercises directory “..\Exercises_book_ABME\CH2 to your working
directory “. C:\USEI"S\...\bOOk_ABME » ThisPC » Windows (C:) » Users » |I| » book_ABME

A [O Name = Title
% hola_mundo.wav
& hello_world.wav
- B hello_world.ogg
EA =] audio-fileflac

Step 3) Copy or enter the following method after you update with your assigned IBM Watson APl Key and URL indicatedin
vellow without any empty spaces, they were saved onin the folder “..\Book Applied BME\CH2Speech-to-TextAPl.txt"”

curl -X POST -u "apikey: | | enter here your assigned IBM API Key | "\
—header "Content-Type: audio/flac”\
--data-binary @audio-file.flac\

“| https://enter here your IBM URL for speech to text |/v1/recognize”

See in the next slide the “Git” response for recognize text in US English using the method POST

From BOOKE APPINED BIOM EDICALENGINEERING USING AITAND COGNITIVEMODELS by Dr: Jorge Garza Ulloa
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Slide

17) Test your “IBM Cloud AP/
Speech to Text” on “Git
command tool”
transcribing US English
text in .wav file format
without options
As indicated in steps 1) to

Description

3) in the screen sequences.
See in the next slide the
“Git command tool”
response for recognize text
in US English using the
method “POST”

Screen figure

18. Response of testing your IBM APl “Speech to Text” on “Git” transcribing US English text in .wav file format without options

"transcript”
hunderstorms swept through

1f'ina‘l“: true
}
1,
"result_index": O
}
jgarz@DESKTOP-6PKFEL] MINGW64
3

Take special attention to the confidence value=.96 and the text transcript "several tornadoes touch down as a line of severe

thunderstorms swept through Colorado on Sunday "

% MINGW64:/c/Users/jgarz/book_ABME — (]
Jgarz@DESKTOP-6PKFEL] MINGWG64 ABM
$ curl -X POST -u “apikey: I
= --header "Content-Type: audio/flac™
= --data-binary @audio-file.flac %
> "https://stream.watsonplatform. net/speech-to-text/api/vl/recognize”

% Total % Received % Xferd Average Speed Time Time Time Current

Dload Upload Total Spent Left Speed
100 279k o] 318 100 279k 96 87093 0:00:03 0:00:03 —-=-:=--:--= 87190{
“results™: [
{
"alternatives™: [
"confidence™: 0.96,

"several tornadoes touch down as a Tine of severe t
Colorado on Sunday ™

=

From BOOK:APPLIED BIOMEDICALENGINEERINGUSINGIAIIANDICOGNITIVEMODELS by Dr. Jorge Garza) Ulloa)




18)

Read the response of
testing your “IBM AP/
Speech to Text” on “Git
command tool”
transcribing US English
text in .wav file format
without options

Take special attention to
the “confidence

value = 0.96" and the text
transcript “several
tornadoes touch down as a
line of severe
thunderstorms swept
through Colorado on
Sunday”

19. Test your IBM APl “Speech to Text” on “Git” transcribing US English text in .flac file format with options

Step 1) Set the parameter

« Set timestamp to true to indicatethe beginning and end of each word in the audio stream.

+ Setthe max_alternatives parameterto 3 to receive the three most likely alternativesfor the transcription.

* The example uses the Content-Type headerto indicate the type of the audio, audio/flac, and the request uses the
defaultmodel, en-US_BroadbandModel.

Step 2) Verify that your working defaultdirectory in “Git” is “../book_ABME”,

» MINGW64:/c/Users/jgarz/book_ABME = m] X

Jjoarz@DESKTOP-6PKFEL] MINGWG4

Step 3) Copy or enter the following method after you update with your assigned IBM Watson API Key and URL indica

yellow without any empty spaces, they were saved on in the folder “..\Book Applied BME\CH2Speech-to-TextAPl.txt"

tedin

curl -X POST -u "apikey:| enter here your assigned IBM APl Key | "\
--header "Content-Type: audio/flac"\
-I-data-binﬂ_@audio-file.flac\

"l https://enter here your IBM URL speech to text

] 2 ; =
|/vl/recognize?timestamps=true&max_alternatives=3"

See in the next page the “Git” response for recognize transcribing US English text in .flacfile format with options

ceam ROOK- APPLIED RIONMEDIGS UISING Al AN Iz
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Slide
19)

Description

Test your “IBM Cloud AP/
Speech to Text” on “Git
command prompt”
transcribing US English
text in .flac file format
with options

Following the indicated
steps 1) to 3) in the screen
sequences

Screen figure

20. “Git” response for recognize transcribing US English text in .flac file format with options using IBM API Speech to Text

3gar Z8DESK T0P - 6PH TINGN64

§ curl -X POST -u “apikey:LmdU-RExXxxKQYtZ6fBgCXXEtSEFYELSNZTGBC 3beosu™

> --header “Content-Type: audio/flac™ \

» --data-binary Raudio-file.flac \

> “https://strean.watsonplatform, net/speech-to-text/api/vl/recognize?timestamps=tr
uelmax_alternatives=3"

% Total % Received % Xferd Average Speed Time  Time Time Current

Dload Upload Total Spent Left Speed

100 281k 0 2587 100 279 8§24 91146 0:00:03 0:00:03 --:--:-- 91971{
“results”: [

“alternatives™: [

“timestamps™:

“confidence”: 0.96,

transcript™: “several tornadoesdm as a line of severe thu

nderstorns swept through Colorado on Sunday "
h

“transcript™: "several tornadoes ﬁmn as a line of severe t
hunderstorns swept through Colorado[on] Sunday *
{

"transcript”: "several tornadoes touch down as a line of severe thu

nderstorms swept through Colorado unday i
“several”, }
1.0, I
1.52 “final": true
}
TOrNa00es 1- ) )
1.52, esult_index": 0
2.15 }
1
p—— Joar 280ESKTOP-PKFEL) MINGHS4
2.15, §
2.49
de i < 2 g 2
S Pay attention to the timestamp in the left side screen, notice
" 5% that some words are not shown to simplify the example, and
b i in the right side of the screen the confidence value and three
« T3,
6.35

most likely alternatives for the transcription

5 ATAND COGNITIVEMODELS by Dr o7

ge GarzaUlloa



20)

“Git command tool”
response for recognize
transcribing US English
text in .flac file format
with options using IBM
API Speech to Text

Pay attention to the
timestamp in the left side
screen, notice that some
words are not shown to
simplify the example, and
in the right side of the
screen the confidence
value and three most likely
alternatives for the
transcription

21. Go back to your IBM Cloud Screen using the “Navigator menu

Customize

5

Create a custom dashboard
Create a shareable
dashboard that you can
customize with widgets,
scope, and your own layout.

Gatting startes 3 min

Resource summary

Explore 18M Cloud Shell

Try a command-driven
approach for creating,
developing. and deploying a
web project.

Getting started 2 min

Add re

"

View APIs and SDKs

View the API and SDK
documentation for products
and services in IBM Cloud.

Tatting started & min

Flanned maintenance

and select “Dashboard”

Upgrade sccount

o]

Build cloud-native apps
using 16M Cloud Object
Storage

Build integrated apps using
compute runtimes and
microservices and use 16M
Cloud® Object Storage
services for data storage

Getting startea 20 min

View al

Integrate Watson with
anything

Watson Al services ara
accessed through REST
AP1s, making them simple
to integrate

16M Cloud status View al

Notice two services created are now on section “Resource summary”, click on Services and software to list them

NG
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Slide  Description Screen figure

21) Go back to your “IBM 22. The “Resource list” shows now the two services created until now: “Speech To Text-ch2" and “Text to Speech-ch2
Cloud” Screen using the T :
“Navigator menu” and
select “Dashboard” Resource list » I
Notice two services
created are now on section
“Resource summary,” Name « Group Location Offering Status Tags
double click them to go to e =0 =1 IR : =
the IBM Cloud “Resource
List”

Collapse ol | Exgand o

Devices (7]

» VPC Infrastructure ()

»
o
H
a
a

¢ Clusters (7)

Cloud Foundry Apps (0]
Cloud Foundry Services (0
Speech to Text-ch Detautt Dallas Speech to Text Provisioned g
Text 1o Speech-ch2 Defauit Dalias Text to Speech Provisioned g
» Storage (U)
Network ()
* Cloud Foundry Enterprise Environments (0)
Functions Namespaces (0]
Apps (0

»  Developer Tools (0

Click the button “ Create Resource” to create one more for NLP service
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22)

The “Resource list” shows

now the two services
created until now:
“Speech to Text-ch2" and
“Text to Speech-ch2”
Click the button “Create
Resource” to create one
more NLP service

23, Create a new service selecting “Natural Language Understanding” in the Al Catalog

Try the best of the Calalog for free with no time restrictions with Lite plans,
The Lite filter ks enabled. Remave the filter 1o soe the full Catalog \

Viewing 21 products
Catalog
. Faters: Al Machine teamming X Clear al
O, Iabelslite
m
Watson Assistant Watson Studio Annotator for Clinical Data 182 Match 360 with Watson
oy 180 By 1B . By 1EM
Category ~

7 Recommended products (&)

= Compute (21}

Containers (7)

Networking (28)

Storage (18)

) Al Machine Learning (21} ﬁ Krowledge Studio

“* Analytics (28)

Machine Learning
1

the Language o your domain

B

Blockchain (2)

M Daabases (38)
* Developer tools (170) Lita « Frew « LAM-enasied Lite - Frwe - LAM-gmabias Fros S—
I Logging and monitoring (7)
@ Migration (6)
@ Integration 12} Natural Language Understanding @ Natural Language Understanding
iy Mode.js App
& tnternet of Things (8) By 1EM

0 mobite (6) L @
Select Al/Machine Learning and Click the button “Natural Language Understanding” "“:  Natural Language Understanding

Lite = IBM « LAM-anabled
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Slide  Description Screen figure
23) Create a new service 24, In the IBM Cloud “Natural Language Understanding” screen
selecting “Natural Q  cataor Do ¢ Manago Rescarch Consultant Service

Language Understanding”

in the “Al/ Machine

Learning Catalog”

Click the button “Natural T

Language Understanding” [ ‘]

(=] -
Enter as shown: Select your Region/locations, service name, tag="nlp”, select agreement, then press button “Create”
From BOOK: APPLIED BIGMEDICALENGINEERINGUSINGAIAND COGNITIVEMBDELS by Dr. Jorge Garza Ullo



24)

In the “IBM Cloud Natural
Language Understanding”
screen

Enter as shown: Select
your region/location,
service name, tag = “nip,”
select agreement then
press button “Create”

25. In the IBM Cloud “Natural Language Understanding” screen

Support  Manage

Natural Language Understanding-vw @acwe w2

M
.I — ﬁ Start by viewing the tutorial Plan

Credentials

https://api.us-south. natural-language-understanding. matson. cloud.

-
< 5

Select “ Manage” then click show Credentials to see your assigned APl Key and URL, then click Download link
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Slide
25)

Description

In the IBM Cloud “Natural
Language Understanding”
screen

Select “Manage” then

click show Credentials to
see your assigned “API Key
and URL,” then click
“Download link”

Screen figure

26. IBM Cloud “Natural Language Understanding” screen / after the download link selected

Natural Language Understanding-vw @samwe e 2 Dotaits
I Manage y
Start by viewing the tutorial Plan
Lite
@ x
Credentials ¢ s 0+ NP M O AP

hteps://aph.us-south, natural-language-understand
<

s == ‘] ]
Select the directory as “..CH2/NLP IBM Cloud APIs”, with the name as shown “Open with Notepad” and save in a text file in your
practice folder as “ibm-credentials NLP.env”

From BOOK: APPLIERD BIONVIEDRICALENG IEERING USING A AN COGE IV E MC
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26) IBM Cloud “Natural S. In the IBM Cloud Text to Speech screen

Language Understanding” = N
= IBMCloud Calalog Docs  Support  Manage

screen/after the download

link selected Te“fosmm“ s

Select the directory as “... crene i

CH2/NLP 1BM Cloud L

APIs,” with the name as L )

shown “Open with ot T (1)

Notepad” and save in a oz .'"

text file in your o =

practice folder as “ibm- .

credentials NLP.env”

= 2]
Enter as shown: Service name, accept your suggest Region/locations, Select group and tag="nlp”, accept license & press “Create”
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27) Use your “IBM Cloud AP/
Natural Language
Understanding” on “Git
command prompt” to
analyze the next web

Description

page: https://www.elsevier.

com/books/applied-
biomechatronics-using-
mathematical-models/
garza-ulloa/978-0-12-
812594-6

We need to analyze this
web page to get sentiment,
concepts, categories,
entities, and keywords

Screen figure

27. Use your IBM APl “Natural Language Understanding” on “Git” to analyze the next web page

s

l:._‘,‘\:l LLSLEVIER About Elsevier  Products & Solutions  Services  Shop & Discover =

Home » Books & journals » Eng g B ical Engi

ing > Applied Blomech

Applied Biomechatronics Using
Mathematical Models

1st Edition
1 Review
Authors: jorge Garza Ulloa
Paperback ISBN: g7ioiz8125046

View on SdenceDirect

\""f f:“f‘_‘ eBook ISBN: g780128124943
Imprint: Academic Press
Published Dates gth June 2008
Page Count: 662
Description
Applied Biomechatronics Using Math tical Models provides an appropriate
methodology to detect and di and inj {ating to human

kinematics and kinetics. It features mathematical models that, when applied
to engineering principles and techniques in the medical field, can be used in
assistive devices that work with bodily signals. The use of data in the

Kidcmatinand Ko arabeic ofthe buon bod it

ics Using Math scal Models

@

United States of America -

Select countryfregion:

Sales tax will be calculated a1 check-out

® Bundle Print & eBook US$300.00
USs180.00
40% off
© Print - Paperback USsis0.00
USS 112.50
2% off
Winsiock @
© eBook L N
USS 112.50
24% off
® DRM-free (1 PDF, EPut) @
O VialSource
eBook format help

We need to analyze this webpage to get sentiment, concepts, categories, entities, and keywords
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Test your “IBM Cloud API
Natural Language
Understanding” on “Git
command prompt”
analyze a web page to get
sentiment, concepts,
categories, entities, and
keywords

See in the next page the
“Git command prompt”
the response for “NLP”
analyze a web page using
the method “POST”

28 . Test your IBM API “Natural Language Understanding” on “Git” analyze a webpage to get sentiment, concepts, categories,
entities, and keywords

Step 1) Copy or enter the following “cURL” method in “Git” after you update with your assigned IBM Watson API Key and URL
indicatedin yellow without any empty spaces, they were saved on folder “.\Book Applied BME\CH2Speech-to-TextAPI.txt

curl -X POST -u "apikey:| enter here your assigned IBM Watson API Key |"\
“| https://enter here your assigned IBM Watson URL fv1/analyze?version=2019-07-12" \
--header "Content-Type: application/json™\
--data '{
"url": "https://www.elsevier.com/books/applied-biomechatronics-using-mathematical-models/garza-ulloa/978-0-12-
812594-6",
"features": {
"sentiment": {},
"categories": {},
"concepts": {},
"entities": {},
"keywords": {}

See in the next page the “Git” response for NLP analyze a webpage using the method POST

From BOOK: APELIED BIOMEDRICALENGINEERING USINGAIIAND COGNINVEMODELS by Dr. Jorge Garza Ulloa

(Continued)




(Continued)

Slide
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Description

Response from “/IBM Clos
API Natural Language
Understanding” on “Git
command prompt”

analyze a web page to get:

sentiment, concepts,
categories, entities, and
keywords. Only some
results are shown for easy
reading, pay special
attention to: sentiment,
keywords, entities,
categories

Screen figure

29 . Response from IBM APl “Natural Language Understanding” on “Git” analyze a webpage to get sentiment, concepts,
categories, entities, and keywords

| > MINGWB4:/c/Users/jgarz - (m] » i;ntitics": [
% Total % Received % Xferd Average Speed Time Time Time Current “type": "Person’,
Dload Upload Total Spent Left Speed “text”™: “Or, Garza”,
100 248 0 0 100 248 0 201 0:00:01 0:00:01 --:--:-- 201{ eleiments: .5 520%
"usage": { “confidence™: 1.0
“text_units”: 1, :
‘btext_chal:acters : 3000, Ftype”: “Person”,
features”: § “text”: “Ulloa”,
1 'relevance”: 0.950192,
H . " "count™: 3,
sentiment”: { “confidence”: 0.061792
document”: { 5
i “categories™: [
} “score™: 0.580418,
: “label”: "/education/homework and study tips”
“retrieved_url”: "https://www.elsevier.com/books/applied-biomechatronics-using %
-mathematical-models/garza-ulloa/978-0-12-812594-6", “score™: 0.574215,
"Tanguage": “en", “label™: "/technology and computing”
"keywords”: [ %
. = “score”: 0.564981,
"text”: "Mathematical Models”, “label”: “/health and fitness/disorders”
“relevance”: 0.825019, 1
"count": 3 } ]
1
ig SKTOP-EPKFEL] MINGWG4

{ 3
"text': "Dr. Jorge Garza-Ulloa’, 5
“relevance”: 0.68893,

“gount”: 1

' v

Only some results are shown for easy reading, pay special attention to: sentiment, keywords, entities, categories

From BOOKEARELED BIOMEDRICALENGINEERING USINGATAND COGNITIVEMODRELS by Dr: Jorge Garza Ulloa

0



30)

Go back to your “IBM
Cloud Screen” using the
“Navigator” menu and
select “Dashboard”
Notice three service is
now on the section
“Resource summary,”
logout using the top icon
in the right side of screen

34. Go back to your IBM Cloud Screen using the Navigatormenu and select Dashboard

Catalog Docs Support Manage

Resaerch
Consutant
Services

Build

Explore 1M Cloud with this Use i Lse Wat: iatant Get started with Watson Watson Discovery Videas Integrate Watson with

i .
’ tion of sasy starter Use custom maching Watson Assistant lets you Hiosvaey serythleg
) and services. ring models 1o dentty build conversatonal Gt 4D 10 3peed on Watson Discovery with this set of Watien Al services are
relaticaships intesiaces inta any Discovery with step product tour and demo actessed through REST
fs aue to your aoplication, device, te tutorials, wdees, — 4P1s, making them simple
indusiry in umstructured channel and complete examples of 10 integrate.
[ working code :,
. Logout =
- R
>
+
Resoures aummary eew al Flanned maintenance dorw 18M Cloud stahiss
L
L

Notice three service is now on the section “Resource summary”, logout using the top icon in the right side of screen
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2.8.2.3.4 Conclusions

The uses of the “IBM Cloud APIs NLP” are endless because
they can be integrated in many other applications, projects,
and research through different computer languages and com-
mand line tools, such as “cURL” or “Git command tool.”

2.9 The future of the relationship
between cognitive science, cognitive
computing, and human cognition

In this chapter we have introduced cognitive science, cog-
nitive computing, and human cognitive in relation to help-
ing to obtain solutions to Al biomedical engineering
problems. We can conclude that:

® “Understanding consciousness at a cognitive level and
looking at its correlation with neural pathways will be
a vastly difficult task but will help in the better under-
standing of how the human brain works and deduct
cognitive algorithms for neurological disorders.”

® There are cognitive disorders that are tied to different
diseases as explained in many research papers, for
example, “A circle and a triangle dancing together:
Alteration of social cognition in schizophrenia com-
pared to autism spectrum disorders” [31], “Neural
Circuits for Social Cognition: Implications for Autism”
[32], “Exploring Relationships Between Negative
Cognitions and Anxiety Symptoms in Youth With Autism
Spectrum Disorder” [33], and many others.

® “There is not any doubt that the application of cogni-
tion and Al will facilitate the modeling of many beha-
viors studied in cognitive neuroscience, that already
are influenced by Al solutions based on reinforcement
learning (conditioning tasks) as an area of ML, more
useful DL based in ANNs, and many special CC appli-
cations, such as NLP and other methods.” All research
results will help to explain the association of cognitive
and neurological diseases, such as dementia,
Parkinson’s disease, Alzheimer’s disease, and many
other neurologic disorders [34—36].

In Chapter 7, Cognitive Learning & Reasoning models
Models Applied to Biomedical Engineering, we will study
many research projects that apply “Al” using “ML-DL-CC"
algorithms that can be integrated to the “General
Architecture framework of a Cognitive Computing Agents
System (AI-CCAS)” with a special emphasis on “cognitive
learning” and its relationship with the “neuroscience of
reasoning.”
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Chapter 3

Artificial Intelligence Models Applied to
Biomedical Engineering

3.1 Introduction artificial intelligence
and biomedical engineering

“Artificial intelligence (Al) in Biomedical Engineering
(BME)” is the use of smart device software to analyze
complex data, classify, model, optimize, and predict
many fields of medicine and healthcare. Specifically:

“Al is the ability for smart computer algorithms to
approximate results for the suggestion of useful
conclusions.”

“Al is a computer science branch that uses algorithms,
heuristics, pattern recognition, rules, different types of
learning, etc. based on Mathematics, Statistics, Data
Mining, and others.”

“Al has the potential to be applied in any almost every
field of medicine and healthcare, such as drug devel-
opment, patient monitoring, personalized patient treat-
ment plans, etc.”

“Al is patterned after the brain’s neural networks.” It
uses multiple layers of nonlinear processing units to
“teach itself ” how to understand data, classifying the
records, or making predictions.

Some “BME applications” where “AI’ is currently

used are:

“Al analysis for blood cell disorders”: blood cell dis-
orders are a condition in which there are problems
with “red blood cells (RBC),” “white blood cells
(WBC(),” or the smaller circulating cells called “plate-
lets,” which are critical for clot formation [1].

“Breast cancer Al analysis”: “breast cancer” is the
leading cause of cancer deaths in women today and it
is the most common type of cancer in women. The
chance that a woman will die from “breast cancer” is
about 1 in 38. “Breast Cancer Early Detection and
Diagnosis” can be undertaken with various different
tests: Mammograms, Breast Ultrasound, Breast MRI,

Newer and Experimental Breast Imaging, Biopsy, and
other ways. Al helps in the detection, analysis, and
suggestions for treatment.

® “Brain tumor Al detection”: a brain tumor is a mass or
growth of abnormal cells in the brain. They can be
“benign or noncancerous,” and “malignant or cancer-
ous.” Brain tumors can begin as primary brain tumors
in the brain, or secondary metastatic cancer that
can begin in other parts of the body and spread to
the brain. There are many types of brain tumors with
different treatments, such as Acoustic neuroma,
Astrocytoma, Brain metastases, Choroid plexus
carcinoma, Craniopharyngioma, Embryonal tumors,
Ependymoma, and others. Al helps in the detection,
analysis, and suggestions for specifying treatment for
each kind of “brain tumor” [2].

® “Synthesize Electronic Health Record (HER)”: Al can
read and understand unstructured data, and has the
ability to process natural language, allowing it to read
clinical text from any source and identify, categorize,
and code medical and social concepts.

® “Insights from patients’ data”: Al can identify pro-
blems contained in patients’ historical medical records
and summarizes the history of their care around those
problems and provides a “cognitive summary of a
patient records.”

® “Identify Patients similarities”: Al can identify a mea-
sure of clinical similarity between patients, allowing
researchers to create dynamic patient cohorts and
deduce specific suggestions for the best care path for a
given group of patients.

® “Create Medical insight”: Al can read through a com-
plete set of medical literature, such as Medline, and
identify the documents that are semantically related to
any combination of medical concepts.

There are many other examples where “Al is used on
Biomedical Engineering.”

Applied Biomedical Engineering Using Artificial Intelligence and Cognitive Models. DOI: https://doi.org/10.1016/B978-0-12-820718-5.00004-0
© 2022 Elsevier Inc. All rights reserved.
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“Al" is explained in this book following the “Artificial

Intelligence  Evolution” as explained in Chapter 1,

Biomedical Engineering and the Evolution of Artificial

Intelligence, and summarized in Fig. 1.3 as well as in the

following chapters:

® Chapter 3, Artificial Intelligence models applied to
Biomedical Engineering

® Chapter 4, Machine Learning Models applied to
Biomedical Engineering

® Chapter 5, Deep Learning Models Principles Applied to
Biomedical Engineering

® Chapter 6, Deep Learning Models Evolution Applied to
Biomedlical Engineering

® Chapter 7, Cognitive Learning & Reasoning Models
Applied to Biomedical Engineering

3.2 Al optimization in biomedical
engineering

“Al Optimization in BME” refers to finding parameters
for maximizing or minimizing objectives while satisfying
the constraints of defined functions relative to some data-
set of biomedical data. “Al Optimization in BME” results
allow the comparison of different choices for determining
which one might be the best. In the last decade the devel-
opment in fields of medicine, healthcare, biomedicine,
bioinformatics, etc. have led to an exponential increase in
the volume of data that need to be optimized as a prelimi-
nary step to finding the most informative and discrimina-
tive features that optimally represent the data under
research [3].
“Optimization in BME” can be used for:

® “Al Optimization in BME for Al algorithms”: Many
“Al algorithms” are developed for the treatment plan-
ning in radiation therapy which employ techniques
such as multiobjective optimization [4].

® “AJ Optimization in BME for identify genes expression
signatures”: analysis of a large and heterogenous gene
expression data to identify specific groups of genes
under experimental conditions, with the objective to
understand the biological events associated with dif-
ferent physiological states and identify their genes
expression signatures [5].

® “Al Optimization in BME for classification applying
segmentation method”: Tt is used in classification to
apply “segmentation,” which is the process of partition-
ing a digital image into different sections in order to
change the representation of the image. This new repre-
sentation may involve certain characteristics in the
image such as curves, edges, color, intensity, or texture.
“Segmented images are usually used to determine brain
abnormalities using image classification” [6].

“Al Optimization in BME for Data Mining in
Bioinformatics and Medical Informatics: for knowledge
discovery”: several problems in different areas of “Data
Mining” for “Bioinformatics” and “Medical informat-
ics” such as “Knowledge Discovery” can be viewed as
finding the optimal covering of a finite set [7].

“Al Optimization in BME for Data Mining in
Bioinformatics and Medical Informatics for: finding a
set of homologs sequences”: in “Bioinformatics” and
“Medical Informatics™ problems that consist of finding
a set of homolog (high similarity) sequences of known
function to a given amino acid sequence of unknown
function from the various annotated sequence data-
bases [7].

And many other Al applications for “Optimization
in BME.”

“Al Optimization in BME” is used in many Al algo-

rithms from “Machine Learning,” “Deep Learning,” and
“Cognitive Computing.” Example of each are:

“Machine Learning’:

o “Artificial plant optimization algorithm to detect
heart rate and presence of heart disease using
machine learning” [8].

o “Video coding optimizations; machine learning-
based video coding optimizations” [9].

o “Hyperparameter optimization for machine learn-
ing models based on Bayesian optimization” [10].

“Deep Learning”:

o “Analysis of brain subregions using optimization
techniques and deep learning methods in
Alzheimer disease” [11].

o “Biomedical sensors”: such as the “Internet of
Things (IoT) medical tooth sensor” for monitoring
teeth and food level using bacterial optimization
along with “adaptive deep learning neural net-
work” [12], and the “Intelligent sensor for Skin
cancer diagnosis” using improved particle swarm
optimization and deep learning models [13].

“Cognitive computing”:

o “Artificial search agents with cognitive intelligence
“: artificial search agents with cognitive intelli-
gence for binary optimization problems, computers
and industrial engineering [14].

o “Optimizing the prediction of cognitive outcome in
neurological diseases”: optimized machine learn-
ing methods for the prediction of cognitive out-
come in Parkinson’s disease [15].

o “Intelligence technologies to optimize perfor-
mance in augmenting cognitive capacity”: intelli-
gent technologies to optimize performance:
augmenting cognitive capacity and supporting
self-regulation of critical thinking skills in
decision-making [16].
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From the mathematical point of view a “General
Optimization” is a technique where the objective is to
find a vector of optimal design parameters “x,” applying
the minimization or maximization of some characteristic
function “f(x)” satisfying constrains in the form of equal-
ity or inequality and/or parameters bounds. The “General
Optimization” formula is shown in Eq. (3.1).

General Optimization problem min f(x) or max f(x)
X X

3.1
where: x are the design parameters x = {x1,X2,. . .,X,};
equality constraints Gi(x) = 0 where: i=1,. . .,m,;
inequality constraints Gi(x) =0 where: i =m, + 1,. . .,m;

parameters bounds X, Xyp-

The accurate solution in “General optimization” depends
on the characteristics of the “fitness function, number of con-
straints, and the size of the problem to resolve.” There are
three kinds of problems for “General optimization,” these
are: “Linear Programming,” “Quadratic Programming” and
“Nonlinear Programming’:

1. “Linear Programming (LP)” when both the objective
function and the constraints are linear functions of the
design variable, for this case reliable solution proce-
dures are readily available.

2. “Quadratic Programming (QP)” when the minimiza-
tion or maximization of a quadratic objective function
is linearly constrained, for this case also reliable solu-
tion procedures are readily available.

3. “Nonlinear Programming (NP)” where the objective
function and constraints can be nonlinear functions
of the design variables. For this case there are not reli-
able solution procedures.

Al optimization in Biomedical Engineering is frequently
used in many subfields applying “Evolutionary Algorithms
as General optimization” that depend on the characteristics
of the “fitness function, number of constraints, and the size
of the problem to resolve,” as studied in the next section.

3.3 Evolutionary algorithms for Al
optimization in BME

“Evolutionary algorithms” are a subset of “evolutionary
computation.” They are based on the concept of
“Artificial Evolution algorithms” developed using the
“evolution of the species,” trying to emulate natural evo-
lution as explained by the main “evolutionary theory of
Charles Darwin” [17]. This is a recommended method for
“Al optimization in BME.”

“Evolutionary algorithms” are represented by the exis-
tence of a population of individuals known as “genes”
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exposed to environmental pressure or specific study prob-
lem, which leads to natural selection of “chromosomes as
a combination of genes” based on a defined “function fit-
ness,” as a measure of the degree of adaptation of an
organism to its environment; the bigger function fitness
value means the better the organism fits and is adapted to
the environment. In general, “evolutionary algorithms”
focus only on a subset of mechanisms defined over the
biological evolutionary process [18]. The main natural
methods for artificial evolution are based on: “reproduc-
tion,” “mutation,” “recombination,” ‘“natural selection,”
and “survival’:

ELINNTS 9

® “Reproduction” is a process of making a copy of a
gene.

® “Mutation” is the ability to change the structure of a
chromosome.

® “Recombination” 1is the genetic rearrange in the
“chromosome.”

® “Natural selection” is a tool to choose based on better
adaptation to their environment.

® “Survival” is a reward for continued living and pro-
duces more offspring.

The main objective of “Evolutionary algorithms” is
to use natural mechanisms to try to find solutions for
computationally complex problems for optimization for
a single objective and/or multiobjective. “Evolutionary
Algorithms” are more frequently used in many “Al appli-
cations,” especially for “search and optimization.”
The more frequently algorithms used are “Genetic
Algorithms,” “Genetic Programming,” “Particle Swarm
Optimization,” “Differential Evolution,” “Ant Colony
Optimization,” “Memetic algorithms,” and others:

® “Genetic Algorithms (GA)” are used for finding opti-
mized solutions to search problems based on
“Darwinian evolution for the theory of natural selec-
tion and evolutionary biology.” “GA” are excellent for
searching through large and complex datasets.

® “Genetic programming (GP)” is a model of program-
ming based on “biological evolution to handle a com-
plex problem.” Of a number of possible programs or
functions of a larger application, the most effective
programs survive and compete or crossbreed with
other programs to continually approach closer to the
needed solution. “GP” is also used for “finding a
mathematical formula for relationship among vari-
ables based on experimental data.”

® “Particle Swarm Optimization (PSO)” algorithms are
inspired by some mechanisms of various living species.
“PSO” uses “Swarm Intelligence” to solve problems
that can be represented as a point or surface in a multi-
dimensional space. The swarm is given random starting
solutions first instead of exploring the entire parameter



FIGURE 3.1
genetic information.

space, for this reason it is less sensitive to the problem
of local minima. Candidate solutions known as “parti-
cles” are placed in the n-space and given an initial
velocity and communication channel between the parti-
cles. A swarm of simple formulas moves these particles
through the solution space and evaluates the quality of
the solution according to some fitness criterion after
each time step. Finally, the particles accelerate toward
those particles within their communication group that
have the highest fitness values. This is a similar behav-
ior as the flocking of birds or the movement of schools
of fish. Therefore “PSO” algorithms are referred to as
nature-inspired or bioinspired algorithms.

“Differential Evolution (DE)” adapts the “search
during the evolutionary process based on vector differ-
ences.” “DE” optimizes a problem by iteratively trying to
improve a candidate solution with regard to a given mea-
sure of quality; it is known as “metaheuristics” as they
make few or no assumptions about the problem being
optimized and can search very large spaces of candidate
solutions but do not guarantee an optimal solution.

“Ant Colony Optimization (ACO)” is based on the con-
cept of “Artificial Ants” using multiagent methods
inspired by the behavior of real ants. “ACO” is a prob-
abilistic technique for solving computational problems
to “find the shortest path on a weighted graph.”
“ACO” is used for path optimization problems as vehi-
cle routing and internet routing.

“Memetic algorithms (MA)” are extensions of the tra-
ditional “Genetic Algorithm,” using a local search
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technique to reduce the likelihood of premature
convergence. Most “MA” algorithms can be inter-
preted as a search strategy in which a population of
optimizing agents cooperate and compete using local
strategies.

® Other non-Darwinian algorithms are Baldwinian
Evolutionary Algorithms, Lamarckian Evolutionary
Algorithms, Genetic Local Search, etc.

The main objective of “Evolutionary algorithms” is to use nat-
ural mechanisms to try to find solutions for computationally
complex problems for optimization of a single objective and/
or multiobjective. “Evolutionary Algorithms” are more fre-
quently used in many “Al applications,” especially for “search
and optimization.” The more frequently used algorithms used
are “Genetic Algorithms,” “Genetic Programming,” “Particle
Swarm Optimization,” “Differential Evolution,” “Ant Colony
Optimization,” “Memetic algorithms,” and others.

3.3.1 A typical evolutionary algorithm

From “Biology” we know that “cells” are the basic build-
ing block of all living things. Therefore in each “cell,”
there is the same set of “chromosomes,” and each one is
basically strings of “DNA (deoxyribonucleic acid),” as
shown in Fig. 3.1. “DNA” is a self-replicating material
that is present in nearly in all living organisms as the
main constituent of “chromosomes and it is the carrier of
genetic information.”

DNA strand

The human body is built with different types of cells that have the same set of chromosomes with strings of DNA which carry the
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FIGURE 3.2 The reproduction of genetic information can be: “Mitosis,” which is the normal way of growing “multicell structures like organs,” and
“Meiosis,” which is the basic sexual reproduction that creates “gametes, or sex cells as eggs or sperm.”

The “Genes” are encoded in the “chromosomes,” and
every “gene” has a unique position on the “chromosome.”
The entire combination of “genes” is called the “geno-
type” and each one leads to a “phenotype” that is a set of
observable characteristics of an individual, such as eye
color, height, “disease predisposition,” etc. The “pheno-
type” is affected by changes to the underlying genetic
code, and this can be selected in the “reproduction as
genetic information.” Basically, the reproduction of the
genetic information can be of two types: “Mitosis” or
“Meiosis” as indicated in Fig. 3.2:

1. “Mitosis” is copying the same genetic information to a
new offspring and “there is no exchange of informa-
tion.” “Mitosis” is the normal way of growth for “mul-
ticell structures like organs,” as shown on the left side
of Fig. 3.2.

2. “Meiosis” is the basis of sexual reproduction. After the
“meiotic” division two “gametes” appear. A “gamete” is
a mature “haploid,” which is a single cell of unpaired
chromosomes, and it can be a male or female germ cell
that is able to unite with another of the opposite sex. In
sexual reproduction two “gametes” conjugate to form a
“zygote,” which will become the new individual. There
are options in the reproduction process such as
“Crossover” that leads to new “genotypes” and
“Mutations” which are errors of single point mutations
that are quite common in the copying process.

The steps of a typical “Evolutionary Algorithm” gener-
ate solutions to “Al Optimization in BME” problems using
techniques inspired by natural evolution, such as “Genetic

Algorithms,” is shown in Fig. 3.3. The description of each

step is:

“Step 1) Method of representation” is the “encoding of

parameters,” the most common are: binary strings,

array of integers (usually bound), arrays of letters, etc.

“Step 2) Create initial population” usually is assigned

using a random generator.

“Step 3) Method of selection” is usually: “Fitness

Proportionate Selection,” “Roulette-wheel selection,”

“Elitist selection,” “Cutoff selection,” and other fitness

function. Where each description is:

o “Fitness Proportionate Selection”: each individual
can become a parent with a probability which is
directly proportional to its fitness.

o “Roulette-wheel selection”: this can be represented
as a game of roulette, where everyone gets a slice
of the wheel, but more fit ones get larger slices
than less fit ones. A “Fitness function” assigns a
fitness to possible solutions or “chromosomes”
associated with the probability of selection. It is
calculated as indicated in Eq. (3.2).

Fitness function for Roulette — wheel
F. 3.2)
FP= (
Zizl F;
o “Elitist selection” chooses only the most fit mem-
bers of each generation
o “Cutoff selection” selects only those that are above
a certain cutoff for the target function.
o Other fitness function can be deduced as needed.



FIGURE 3.3 The typical steps of an “Evolutionary
Algorithm.”
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® “Step 4) Method of reproduction” known also as
“Evolution.” There are two primary reproduction
methods: “Crossover” and “Mutation’:

o “Crossover” is when the chromosomes of the two
parents are copied randomly to the next generation to
form new offspring. Other ways are: “uniform cross-
over” that occurs when a random subset is chosen,
and then the subset is taken from parent “I”” and the
other bits from parent “2”; or “multipoint crossover”
where a specific range is copied from parent “/” and
substituted onto the copy of parent “2.”

o “Mutation” is an error that can occur in the copy-
ing process, the most common is a single point
mutation, but other kinds of errors can also occur,
such as deletion, inversions, substitution, etc.

e “Step 5) Optimal value?” If yes, then we have then the
best answer and skip to step 7), if not continue the
algorithm.

® “Step 6) New Population” is the result of method of
reproduction applied.

® “Step 7) Best result’ is the final answer, which
can be the optimum found or when the time limit is
reached.

The seven steps for a typical “Evolutionary Algorithm” to
generate solutions to “Al Optimization in BME” problems
using techniques inspired by natural evolution, such as the
“Genetic Algorithms,” are shown in the Fig. 3.3.

3.3.2 Genetic algorithms for Al optimization in
BME

“Genetic Algorithms (GA)” are frequently used for “Al
Optimization in many fields of BME for many Al applica-
tions,” as explained in Section 3.2. The next tutorial is a
general example to explain the bases of a “GA” to visualize
the objectives, procedure, and benefits of following this
method.

3.3.2.1 Research 3.1 Genetic algorithm basic
seven steps for selection by priorities

3.3.2.1.1 Problem

What items in a bag from a list are recommended to be taken
to the hospital when a patient and his companion will stay
for a month*? Note: All hospitals provide beds with sheets
and blanket only for the patient but not for a companion.

Assume that a patient must spend a month in a hospital,
by regulation all patients can carry a bag with a maximum
weight of “30 kg.”, A specific patient and his companion are
thinking to take their necessary items as indicated in Fig. 3.4%*.

Note*: In “Computer Science” this kind of problem is
known as a “knapsack-problem.”

3.3.2.1.2 Objective

Could we suggest using a “Genetic Algorithm (GA)” to
determine which items are best to take in a bag to the hos-
pital for a stay of a month a patient and his companion,
where the selection of items is from a list based on the
weight of each item and their assigned priority value for
each item, as indicated in Fig. 3.4A.

3.3.2.1.3 Procedure

Applying the typical steps for an
Algorithm” as indicated in Fig. 3.3:

“Evolutionary

“Step 1) Method of representation.”

We decide to use “Binary representation of 6 posi-
tions,” where “I” indicates that the item is included in
the bag and “0” indicates the item is not included. As
stated in Fig. 3.4B.

“Step 2) Create initial population.”

It will consist of the creation of 4 initial “chromo-
somes,” as indicated in Fig. 3.4C, where each sug-
gested “chromosome” has a total weight = 30 kg.
“Step 3) Method of selection”

The “fitness function” to use is based on a “Roulette-
wheel” obtained from the calculation of priority points
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(A) Problem to resolve

Which Items take to a hospital to
stay 30 days in a bag <=30 Kgs?
Fromthe list:

Sleeping bag for a companion
Clothes 3 7
Smartphone and accessories 2 10
Books 5 o
Personal items
Extra bed sheets & Other items

(B) Method of representation

. - i Clothes | Smartphone | Books Personal Extra bed sheets
Binary representation 6 positions

& accessories items

Chromosome1 1 0 0 1 1 0
(C) Initial Population {Chromosome2 0 0 1 1 1 0
Chromosome 3 0 1 o] 1 0 [}
Chromosome4 0 1 1 0 0 1
Weight | Points Points ROULETTE-WHEEL
: P
(D) Method of selection ercentage
. . 29 28 28.9%
Fitness Functions -
Points Percentage 16 23 23.7%
8 12 12.4%
25 34 35.1%

FIGURE 3.4 Example of a typical Evolutionary Algorithm. (A) Problem to solve, (B) method of representation, (C) create initial population, and
(D) method of selection of “Roulette-wheel.”

Genetic Algorithm — Method of Reproduction.
(A) One point crossover between chromosome 1 and 4

1 V]

Off-springs
- | a | a8 | W

One point 1 1 0 [i] 1 |1
crossover ) )

Chromosome 1

Chromosome 4

(B) Two points crossover between chromosome 1 and 4

1 - 100 ol Ikl LU T e

Chromosomel 1 0
Two points '
m crossover 1 1 1 0 1 1

Chromosome 4

(C) Mutation the third positionin chromosome5

Parent taken from off-spring chromosomes 1and 4
Chromosome5 1 0 1 1 0 - 1 0 “ 1 IR0

Mutation

FIGURE 3.5 Example of Method of reproduction: (A) “One-point crossover” between chromosome 1 and 4, (B) “Two points crossover” between
chromosome 1 and 4, and (C) “Mutation” of the third position of parent taken from offspring chromosomes 1 and 4.

for each item in the “chromosome” divided by the total “Mutation” of the third position form a parent taken
priority of “all chromosomes” as indicated in Eq. (3.2) from offspring chromosomes 1 and 4, as shown in
and the results for each “chromosome” in Fig. 3.4D. Fig. 3.5C.
“Step 4) Method of reproduction” “Step 5) Optimal value?”
The most common methods for “reproduction in Basically, the “optimal value” is reached when one
GA” are: of the different termination conditions exist, these are:
“One-point crossover” between chromosome 1 and There is no improvement in the population for over
4, as shown in Fig. 3.5A. X iterations.
“Two points crossovers” between chromosome 1 The predefined absolute number of generations for

and 4, as shown in Fig. 3.5B. our algorithm is reached.
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The “Fitness function” has reached a predefined

value.

If the optimal value is reached then go to step 7),
otherwise continue with the following step.

“Step 6) New Population”

“New population” is the result of method of “repro-
duction in GA” applied in the iteration, it is the result
of the “mutation.” Then, go to step 3) over and over
until reaching the “optimal value” described in step 5).
“Step 7) Best result obtained”

In “GA” an answer is always obtained, and it could be
improved with time.

Conclusions
The Benefits of “Genetic Algorithms” are:

e The concept is easy to understand and it is very flexible,
using building blocks that can be used in hybrid appli-
cations with “Machine Learning.”

It is easy to exploit previous or alternate solutions.
It supports multiobjective optimization.

3.3.3 Genetic algorithm for Al optimization in
BME under MATLAB®

3.3.3.1 Research 3.2 Implementing genetic
algorithm for Al optimization in BME with
MATLAB

3.3.3.1.1 Problem

The tutorial implements in MATLAB the problem
explained in Research 3.1: “Which items to take to a hos-
pital for a 30 day stay in a bag of = 30 kg from a specific
list*?.” Note*: All hospitals provide beds with sheets and
blanket only for the patient but not for a companion.

3.3.3.1.2 General objective

Obtain a list of which items are best to take to the hospital
in the bag based on the weight of each item and their
assigned priority value for each item, as indicated in
Fig. 3.4A. Implement in MATLAB by applying the
“Global Optimization toolbox” that includes a function
solver for “Genetic Algorithm.” The general objective of
the MATLAB “ga()” function solver is to find a mini-
mum or maximum of function using the “Genetic
Algorithm.”

3.3.3.1.3 Specific objectives

® Use the function “ga() from Global Optimization
Toolbox” to find the minimum or maximum values.

o Specify “Fitness function,” “Constraints function” and
understand options available for “GA.”

® Create their respective user MATLAB functions.

Applied Biomedical Engineering Using Artificial Intelligence and Cognitive Models

® Run and interpret the results to find the recommended
items to take to the hospital under optimization of
values and priorities.

3.3.3.1.4 Background

Please review Research 3.1 Genetic algorithm basic seven
steps explained in figure 3.3.

3.3.3.1.5 Dataset

The items that we can take to stay at the hospital are
shown in Fig. 3.4A.

3.3.3.1.6 Procedure

A function solver for “Genetic Algorithm” named “ga()”
allows one to resolve problems for mixed-integer or
continuous variable optimization, constrained or uncon-
strained, to find the minimum or maximum of a function.
The most important parameters to specify in the “GA”
algorithm are “Fitness function,” “Constraints Function,”
and “understand options available”:

® “Fitness function” defines the more suitable value to
fulfill a particular role or task. For this tutorial
research, the following condition must be evaluated as
indicated in Eq. (3.3).

Fitness function for bag to take to hospital fitness
n
= Z CiVi
i=1

where n = chromosome length, c¢; = ith gene, and v; = ith
weight.

Note: For the example: n =6, ¢ = chromosome of 6
bits, and weight is a vector with the values for each possi-
ble item that can be in the bag to take to the hospital, and
it is indicated as weight=[15 3 2 5 9 20] taken from
Fig. 3.4A.

The MATLAB implementation for the “Fitness func-
tion” implementing Eq. (3.3) is shown in Table 3.1.

(3.3)

® “Constraints function” defines the limitation or restric-
tion of the Fitness function as indicated in Eq. (3.4).

Constraints function for bag hospital constraints

n
= E ciw; = bw
i=1

where n = chromosome length, c;=ith gene, w;=ith
weight, and bw = bag maximum weight.

For the example: “n = 6,” “c = chromosome of 6 bits,”
and value is a vector with the priority values for each pos-
sible item in the bag to take to the hospital, such as:
“value =[15 7,10 5 8 17],” as shown in Fig. 3.7B.

(3.4)
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TABLE 3.1 The MATLAB implementation for the “Fitness function” as indicated in Eq. (3.3) “.

% Fitness function for Genetic Algorithm for Chapter 3, Example 3.3.3.1
% Book: APPLIED BIOMEDICAL ENGINEERING USING Al AND COCNITIVE MODELS

% by Dr. Jorge Garza-Ulloa
function y = fitness(x)

global value; % use de array of integer for the priority value of each item
y =-value*x’; % Find the maximum of the fitness using the negation symbol

“This MATLAB program can be downloaded from the website companion and installed in the following path “. . .\Exercises_book_ABME\CH3|GA_Matlab|

GA_hospital\fitness.m.”

TABLE 3.2 The MATLAB implementation for the “Constraints function as indicated in Eq. (3.4) “.

% Constraints function for Genetic Algorithm for Chapter 3, Example 3.3.3.1
% Book: APPLIED BIOMEDICAL ENGINEERING USING Al AND COCNITIVE MODELS

% by Dr. Jorge Garza-Ulloa
function [c, ceq] = constraints(x)
global weight;

= -weight*x’; % Find the maximum of the Constraints using the negation symbol

ceq =|[I;

“This MATLAB program can be downloaded from the website companion and installed in the following path “. . .|Exercises_book_ABME\CH3|GA_Matlab

|GA_hospital\constraints.m.”

The MATLAB implementation for the “Constraints
function” implementing Eq. (3.4) is shown in Table 3.2.

® Understand options available. The two more important
main options available in the function solver “ga()” are
“optimoptions” that create optimization options and
“resetoptions” that reset options to their default values.

To resolve the problem we can find the minimum or
maximum of the function using the “Genetic Algorithm
ga()” in the “MATLAB Global Optimization Toolbox™;
specifying the variables following the general syntax and
the definition for its input and output parameters, as indi-
cated in Fig. 3.6.

The implementation for the MATLAB main program
is shown in Table 3.3, where the “ga()” function solver
parameters are indicated in Fig. 3.6C.

At the end of the main program listed in Table 3.3 a
function “itemsToTake(x)” is called to create the list of
items that are better to take to the hospital based on the
weight of each item and their assigned priority value for
each item. This function “itemsToTake(x)” is listed in
Table 3.4.

3.3.3.1.7 Results

When the main program shown at Table 3.3 is run, a chart
is generated to indicate the best and the mean values of
the “function Constraints,” as shown in Fig. 3.7A. This

chart indicates that the best solution is stable after the six
generation of the 10th request. Finally, in the MATLAB
command windows the answer is listed and indicates that
the final best chromosome recommended is equal to [1 1
1 0 1 0]. This “chromosome” has a “weight = 29” (must
be =30) and “priority value =40.” The items that we
recommend to take to the hospital are listed in Fig. 3.7B,
these are: “Sleeping bag, Clothes, Smartphone, and
Personal items.” All the MATLAB results for this tutorial
are shown in Fig. 3.7C.

Conclusion

Applying the “Genetic Algorithm” through the function
solver “ga()” available in “MATLAB GClobal Optimization
Toolbox “allows one to develop a solution for this algorithm
in an efficient way. Besides, this “Genetic Algorithm” func-
tion solves smooth or nonsmoothed optimization problems
with any type of constraint that is based on a stochastic pro-
cess that searches randomly by mutation and crossover
among population members.

3.3.4 General analysis and optimization of 2D
and 3D data in biomedical engineering

Generally, numeric data in biomedical engineering usually is
frequently obtained with two variables (2D), three variables
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MATLAB™ Genetic Algorithm
Function solver: “ga()” from “Global Optimization toolbox”

VR e oS B ST Find a minimum or maximum of function using Genetic Algorithm

Y e BRI Ve [x, fval, exitflag, output, population, scores| = ga (fun,nvars,A,b,Aeq,Beq,lb,ub,nonlcon, IntCon, options)

C) Where each term means:
— — OQutputs variables — -
x = Chromosome evaluated
fval = Value of the Fitness function

exitflag = Integer specify reason for
algorithm termination

ouput = Structure contains output from
each generation and performance parameters

population = Return a matrix population, whose
rows are the final population

— — Inpuls variables — —

fun = Fitnes functions to evaluate
nvars = Number of variables

A = Vector of variables to evaluate
b = Value to be accomplish

Aeq,beq = Linear equalities Agq * x = beq

If not linear equalities use: Agq = [] and beq =[]

Ib,ub = Lower and upper bounds, where the solution is found in

the range b < x < ub

nonlcon = Find the minimization of this constraints,

Score = Score of the final population

if not set nonlcon=[]

IntCon= Take integer values

options = Apply options defined

¢) Example 3.1 “ga()” parameters:
Outputs

Inputs

‘val, exitflag, output, population, scores|
ness,6,weight,30,

[000000][111 11 1] @constraints,intSeq,options)

FIGURE 3.6 Genetic Algorithm implemented by function solver “ga()” in MATLAB Global Optimization toolbox.

(3D), or more variables. These datasets represent the mea-
surement values that can be obtained from different kinds
of Bioinstruments, such as “Electromyography (EMG),”
“Ground Reaction Forces (GRF),” “Electrocardiograph
(ECG),” “Electroencephalography (EEG),” etc. These values
come from measurements by sensors in the human body,
such as electric current, voltage, heat, pressure, etc. against
time, range of frequency, space etc., these values can be han-
dled as a vector or data matrix. Also, the imaging datasets
can come from imaging bioinstruments systems, such as
“CT Scanners,” “Ultrasound machines,” “Magnetic resonance
imaging (MRI),” “X-rays,” etc., which deliver a set of images
showing the human body’s internal parts on different scales,
that is, microscopic, macroscopic, etc. These images can be:
“2D cut slices,” “3D volumetric images,” “4D additional
time dimension,” or “4D—5D with images from multiple
channels™*.

Note*: This chapter has as an objective to apply Artificial
Intelligence models based on 2D and 3D using measure-
ment values as vectors and/or a data matrix; others dimen-
sions and types are covered in the following chapters:
Chapter 4, Machine learning models for numeric data analy-
sis; Chapter 5, Deep learning models for images analysis;
and Chapter 6, Cognitive Computing models for speech,
and text analysis.”

A typical algorithm for Optimization and Al numeric
data numeric analysis applying “Evolutionary Algorithms”

in biomedical engineering can be summarized as indicated
in Fig. 3.8. The steps are as follows:

“Step 1) Data Inspection”

The data inspection allows one to verify that the
data is valid by applying statistics or previsualizations
to detect anomalies, for example, “detect outliers” are
data points that differ significantly from the other
observations (usually obtained as experimental errors),
“apply normalization” normalizes data by eliminating
the units of measurement, enabling easy comparison of
the data with other experiments, etc.

“Step 2) Obtain Mathematical Model by Fitting data”

Data fitting is the process of fitting models to data
using: polynomials, curves, surfaces, and nonparamet-
ric methods. Data fitting allows a general data analysis
to achieve optimization, and prediction.

“Step 3) Evaluate model with Residuals”

This is a must, always check the residuals of the
mathematical model obtained by fitting data with the
real data, the least residual value represents better pre-
cision in the data analysis.

“Step 4) Define a Fitness Function”

A “Fitness function” is an objective function that
assigns a fitness to possible solutions associated with
the probability of the selection.

“Step 5) Apply Evolutionary Algorithm”

There are many “Evolutionary Algorithms” that
allow obtaining solutions for optimization, besides the
traditional search functions.

“Step 6) Compare results and select optimal result”
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TABLE 3.3 Main program for the solution using a Genetic Algorithm implemented by function solver “ga()” in

MATLAB Global Optimization Toolbox.

% Genetic Algorithm

% Book: APPLIED BIOMEDICAL ENGINEERING USING AI AND COGNITIVE MODELS
% by Dr. Jorge Garza-Ulloa

% A patient has to spend a month in a hospital, by regulation all patients

% can carry a bag with a maximum weight of 30 Kg. A patient is thinking

% to take his necessary items as indicated in figure 3.7a.

% Could we suggest using a “Genetic Algorithm” which item are best to take

% to the hospital in the bag based on the weight of each item and their

% assigned priority points for each item?

% IMPORTANT: This problem use the MATLAB "Global Optimization toolbox"

%% Define variables needed

rng(1,'twister'); % Random generator using Mersenne Twister with seed 1.

intSeq= 1:6; % Generate integer sequence from 1 to 6, to identify each item

global weight; % Global array of integers for weight of each item

global value; % Global array of integers for values of priority for item

global items; % Global array of string for items

weight=[15 3 2 5 9 20]; % Weight of each item

value=[15 7,10 5 8 17]; % Values for priorty of each item

items=[" Sleeping bag "," Clothes "," Smartphone "," Books "," Personal items "," Extra bed sheets "];

%% Define ga() options

options = optimoptions('ga'); % Default options

% 10 Generations of 100 chromosomes

options = optimoptions(options,'MaxGenerations', 10);
options = optimoptions(options,'MaxStallGenerations', inf);
options = optimoptions(options, FunctionTolerance', 0);
options = optimoptions(options,'ConstraintTolerance', 0);
options = optimoptions(options,'Display', 'off");

options = optimoptions(options,'PlotFen', { @gaplotbestf });

%% Run the Genetic Algorithm function

[x,fval,exitflag,output,population,score] = ...

ga(@fitness,6,weight,30,[1,[],[0000 0 0],[1 1 1 1 1 1],@constraints,intSeq,options);
disp(['Final chromosme = ',num2str(x)]);

disp(['Weight each item='-num2str(weight),', Total weight=",num2str(weight*x'")]);
disp(['Value each item="',;num2str(value),’, Total value = ',num2str(value*x")]);
disp('Recommended items to take to the hospital=");

itemsToTake(x);

Note: This MATLAB program can be downloaded from the website companion and installed in the following path “. . .|Exercises_book_ABME\CH3\

|GA_Matlab|GA_hospitallga_hospital.m.”

TABLE 3.4 Function “itemsToTake(x)” is used to create the list of items that are better to take to the hospital using a

Genetic Algorithm.

% itemsToTake function for Genetic Algorithm for Chapter 3, Example 3.3.3.1
% Book: APPLIED BIOMEDICAL ENGINEERING USING Al AND COGNITIVE MODELS
% by Dr. Jorge Garza-Ulloa
function itemsToTake(x)
global items;
final = length(x);
for i = 1:final
if x(i) ==
disp(items(i));
end
end

123
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Results for example 3.1 What items in a bag are recommend to the hospital?
using MATLAB Genetic Algorithm
(A) Chart that show the best and mean penalty (B)Problemto resolve: Which Items take to a hospital?

Value after the 6*" generation. m Description Weight (Kgs) Priority values
» Best: 40 Mean: -40 n Sleeping bag for a companion
'b( 2 Clothes 3 7
= Ell Smartphone and accessories 2 10
! Books 5 5
ol S 5 Personal items 9 8
6 Extra bed sheets & Others 20 17
i items
S Total | 54 62
g 0 . = . - %
& (C) Using Genetic Algorithm recommend to take the following items:
& 4 >
Y 3242 >> ga_hospital
" Final chromosme = 1 1 1 0 1 0
» T Weight each item= 15 3 2 5 % 20, Total weight= 28
38 Value each item= 15 7 10 5 8 17, Total value = 40
9 Recommended items to take to the hospital=
o} Sleeping bag
Clothes
40 : L . s . Q ' & L 1 Smartphone
- 0 1 2 5 4 5 [ ; E ; ;E Personal items
Stop | | Pause Generation £ >> |

FIGURE 3.7 Results for example 3.1 applying MATLAB Genetic Algorithm: (A) penalty chart, (B) original list to take in a bag =30 kg, and (C)
final chromosome with total weight, total priority values and list if item to take.

B Step | [ : | FIGURE 3.8 A typical algorithm for Optimization and Al
tep 1) Data Inspection numeric data analysis applying “Evolutionary Algorithms” in
biomedical engineering.
Siep 2) I Obtain Mathematical model By fitting data |
Typical
Optimization
& Al Step 3) | Evaluate model with residuals |
Numeric Data_|
Analysis & ”
5 Step 4) Define a Fitness Function
Applying ' ‘
Evolutionary
Algorithms Step 5) I Apply Evolutionary Algorithms |
Step 6) | Compare results and select optimal results |

It is always recommended to use more than one 3.3.5 MATLAB analysis and optimization of “2D”
method to assure the optimization result is global and not  data in biomedical engineering

a local result. ) o
3.3.5.1 Research 3.3 Analysis and optimization

of “2D” data of “Body measurement of nerve

Tutorials for data optimization using MATLAB are contractions” applying MATLAB

explained in the two next sections:

Section 3.5 2D numeric data using MATLAB Global
Optimization Toolbox. “Body measurement of nerve contractions” from a spe-

Section 3.6 3D numeric data using MATLAB Global cialized “biomedical instrument” were obtained as vector
Optimization Toolbox. values in “mVolts” versus a “time vector” in “sec.” As
part of “BME research” there is a need to find the “global

3.3.5.1.1 Problem to resolve
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minimum value” that represents the lower contraction of
the nerve during the test.

3.3.5.1.2 General objective

Use general analysis and the six steps of “optimization of
2D using Evolutionary Algorithms,” as shown in Fig. 3.8,
to obtain a “Mathematical Polynomial Model” by fitting
the dataset values, and then apply the “MATLAB Global
Optimization Toolbox” to find the solution to the problem
requesting the “global minimum value,” which represents
the “lower contraction of the nerve during the test.”

3.3.5.1.3 Specific objectives

® Use general analysis and “optimization of 2D using
two Evolutionary Algorithms”:

“Genetic algorithm”
“Particle Swarm Algorithm”
and two “traditional search algorithms’:
o “Direct search Algorithm” and
o “Global search Algorithm.”
Obtain a “Mathematical Polynomial Model” by fit-
ting the data and then applying the “MATLAB
Global Optimization Toolbox” to find the solution
to the problem requested.
Compare the results of the four methods used to
resolve the problem.

3.3.5.1.4 Dataset

These are the vector values: for “time t=1[0 0.25 0.50
0.75 1 1.25 1.50 1.75 2 2.25],” and their respective vector
values for “Body measurement of nerve contractions y =

[0.85 0.675 0.85 1.01 1.15 1.35 1.45 1.25 1.35 1.45].”

3.3.5.1.5 Procedure

Apply MATLAB following the steps for a “Typical algo-
rithm for optimization & Al numeric data,” as indicated
in Fig. 3.8, to obtain the solution requested. The
MATLAB solution is based on: “main program,” “four
subprograms,” and “one user function,” where each

description is explained as:

® “Main program” implements steps 1—3 of the algo-
rithm shown under the name “Optim_Analysis_2D.m”
with a user MATLAB program. It is listed in

Table 3.5, where:

o “Step 1) Data Inspection of Original discrete
data” generates a “2D chart showing the original
discrete vectors values,” as indicated on the left
of Fig. 3.9.

o “Step 2) Mathematical Model by fitting data” that
generates a “fifth-degree polynomial model,” and
generates a “2D Chart showing the discrete
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original vector values and the continuous polyline
model” as indicated in the center Fig. 3.9.

o “Step 3) Evaluate model with residuals” that gener-
ates a “chart showing the residuals values” as indi-
cated on the right of Fig. 3.9.

® A user function: “polyline_fitness.m”

Table 3.6 that processes:

o “Step 4) Define Fitness Function,” which is needed
in the “Evolutionary Algorithms,” and evaluate the
polyline shown in Eq. (3.5).

listed in

Polyline for Fitness Functions Analysis and
optimization of ‘‘2D’’ data in BME
fitnes function = 0.0775x> + 0.0689x*
—1.5932x + 3.0054x% — 1.1943x + 0.8428

(3.5)

® “Genetic Algorithm” 1is called in the subprogram

“ga_polyline.m” as listed in Table 3.7. It processes:

o “Step 5) Apply Evolutionary Algorithm: Genetic
algorithm” defining the parameters needed to call
the function “ga()” available on “MATLAB Global
Optimization Toolbox.” It generates the left-hand
chart of Fig. 3.10, and

o “Step 6) Compare results and select optimal
results”: the results are shown in Fig. 3.10A.

® “Particle Swarm Algorithm” is called by the subpro-
gram “ps_polyline.m” listed in Table 3.8. It
processes:

o “Step 5) Apply Evolutionary Algorithm: Particle
Swarm  Algorithm” defining the parameters
needed to call the function “particleswarm()”
available on MATLAB Global Optimization
Toolbox,” and

o “Step 6) Compare results and select optimal
results”: it calculates the results as shown in
Fig. 3.10B.

® “Direct search Algorithm” is called by the subprogram

“ds_polyline.m” listed in Table 3.9. It processes:

o “Step 5c) Apply Algorithm: Direct search” defining
the parameters needed to call the function
“patternsearch ()” available on MATLAB Global
Optimization Toolbox.” It generates the chart
shown in right side of Fig. 3.10, and

o “Step 6) Compare results and select optimal
results”: it calculates the results shown in
Fig. 3.10C.

® “Global search Algorithm” is called by the subprogram

“gs_polyline.m” listed in Table 3.10. The process is:

o “Step 5) Apply Algorithm: Global search” defin-
ing the parameters needed to call the function
“globalsearch ()” available on MATLAB Global
Optimization Toolbox,” and

o “Step 6) Compare results and select optimal results’™:
it calculates the results shown in Fig. 3.10D.
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TABLE 3.5 Main program: “Optim_Analysis_2D.m” for MATLAB Analysis and optimization 2D data®.

% Main Program “Optim_Analysis _2D.m”

% by Dr. Jorge Garza-Ulloa

%% Step 1) Data Inspection of Original discrete data
t=[0.25.50 .75 1 1.25 1.50 1.75 2 2.25];

y=[0.85 0.675 .85 1.01 1.15 1.35 1.45 1.25 1.35 1.45];
plot(t,y,'x");title(" Step 1) Plot of Data inspection (Points)")
xlabel("Time (Seconds)");ylabel("Biomedical Signal ( mVolts)");

%% Step 2) Mathematical Model by fitting data

% Modeling this data using a fifth-degree polynomial function,
p = polyfit(t,y,5)

% Plot original data and model on the same plot.

2=10:0.1:2.8;

y2 = polyval(p,t2);

figure

plot(t,y,'x',t2,y2)

title('Step 2) Plot of Data inspection (Points) and Model (Line)');
xlabel("Time (Seconds)");ylabel("Biomedical Signal (mVolts)");
legend("Original points","Polyline Model");
disp(strcat('Polyline Coefficients = ',num2str(p)));

%% Step 3) Evaluate model with residuals

% Evaluated at data time vector

y2 = polyval(p,t);

% Calculate the residuals.

res =y-y2;

% Plot the Matematical Model residuals.

figure, plot(t,res,'+')

title('Step 3) Evaluate model using Residuals')

xlabel("Time (Seconds)");ylabel("Biomedical Signal (mVolts)");

% 3.2.4 MATLAB™ Analysis & optimization 2D data in Biomedical Engineering
% Book: APPLIED BIOMEDICAL ENGINEERING USING AI AND COGNITIVE MODELS

disp(strcat('Model Residuals from + ',num2str(max(res)),' to ', num2str(min(res))));

“This MATLAB program can be downloaded from the website companion and installed in the following path “. . .|Exercises_book_ABME\CH3|GA_Matlab

|GA_polyfit |\GA_polyfit\Optim_Analysis_2D.m.”

Conclusion

Four methods were used to calculate the optimization
requested to “find the minimum value.” The results are
summarized at the bottom of Fig. 3.10, indicated as:
“Step 6) Compare results and select optimal results.”
Where the two of them using “Evolutionary Algorithms:
Genetic Algorithm and Particle Swarm Algorithm” show
very similar results of: “Minimum found at time = 0.245
with a Fitness value=0.707," and two more using
“Traditional algorithms for search: Direct search and
Global search” with similar optimization results, then
we can be sure that “the result obtained is the global
minimum.”

3.3.6 MATLAB analysis and optimization of 3D
data in biomedical engineering

3.3.6.1 Research 3.4 Analysis and optimization
of “3D” data for “the center of mass of an
upper extremity—right arm movement from a
patient” applying MATLAB

3.3.6.1.1 Problem to resolve

A serial of measurements of three dimension values that
represent “the center of mass of an upper extremity—right
arm movement from a patient,” were obtained from a
“biomedical instrument” as three vectors, each one with a
size of [295 1], representing each coordinate as “x,” “y,
and “z.” The dataset must be analyzed to detect the

s
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3.2.4 MATLAB™ Tutorial Analysis and optimization of “2D” data in Biomedical Engineering

” Step 1) Plot of Data inspection (Points) Step 2) Plot of Data inspection (Points) and Model (Line) e Step 3) Evaluate model using Residuals
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Step 4) Define a Fitness Function
Polyline for Fitness Functions =
0.0775x° + 0.0689x* — 1.5932x° + 3.0054x° — 1.1943x +0.8428

Model Residuals from +0.076266 to-0.086217

FIGURE 3.9 MATLAB example for analysis and optimization of “2D” data in biomedical engineering: step 1) Plot of Data inspection, step 2)
Plot of Model obtained by fitting data and original data values, and step 3) Plot showing the residuals values of the model compared to the original

values.

TABLE 3.6 Function: “polyline_fitness.m” for MATLAB Analysis and optimization 2D numeric data.

% Function polyline_fitness.m

% 3.2.4 MATLAB Analysis & optimization 2D data in Biomedical Engineering
% Book: APPLIED BIOMEDICAL ENGINEERING USING Al AND COGNITIVE MODELS

% by Dr. Jorge Garza-Ulloa
function y = polyline_fitness(x)
%Step 4) Define Fitness Function

y =0.0775*x(1)A5 + 0.0689*x(1)"4-1.5932*x(1)A3 + 3.0054*x(1)A2 -1.1943*x(1) + 0.8428;

Note*: This MATLAB program can be downloaded from the website companion and installed in the following path “. . .|Exercises_book_ABME|CH3

|GA_Matlab \GA_polyfit |\GA_polyfit\polyline_fitness.m.”

“global minimum” that represents the “optimal value” to
be used for other “data analysis using Al algorithms.”

3.3.6.1.2 General objective

Use six steps of “general analysis and optimization of 3D”
applying “Evolutionary Algorithms” with “MATLAB Global
Optimization Toolbox” to find the solution to the problem.
Here we use two “Evolutionary Algorithms and two “tradi-
tional search algorithms™: “Direct search Algorithm” and
“Global search Algorithm” “to find the solution to the
problem requested the “global minimum value,” that

represents the 3D coordinates for the “center of mass of an
upper extremity—right arm movement from a patient.

3.3.6.1.3 Specific objectives

e Use “general analysis” and “optimization of 3D using
two Evolutionary Algorithms’:
o “Genetic algorithm,” and
o “Particle Swarm Algorithm.”
® and two “traditional search algorithms”:
o “Direct search Algorithm” and
o “Global search Algorithm.”
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TABLE 3.7 Subprogram to use “Genetic Algorithm”: “ga_polyline.m” for MATLAB Analysis and optimization 2D
numeric data®.

% Sub-program “ga_polyline.m”

% 3.2.4 MATLAB™ Analysis & optimization 2D data in Biomedical Engineering
% Book: APPLIED BIOMEDICAL ENGINEERING USING AI AND COGNITIVE MODELS

% by Dr. Jorge Garza-Ulloa

disp('Step 5a) Apply Evolutionary Algorithm: Genetic algorithm ');

rng default % For reproducibility

FitnessFunction = @polyline_fitness;

numberOfVariables = 1;

1b = [0,0];warning('off", 'globaloptim:checkbound:lengthOfUpperBound");
ub = [.5,1.5];warning('off", 'globaloptim:checkbound:lengthOfLowerBound")
options = optimoptions(‘'ga'); % Default options

% 10 Generations

options = optimoptions(options, 'MaxGenerations', 10);

options = optimoptions(options, 'MaxStallGenerations', inf);

%options = optimoptions(options, 'FunctionTolerance', 0);

options = optimoptions(options, 'ConstraintTolerance', 0);

options = optimoptions(options, 'Display’, 'off');

options = optimoptions(options, 'PlotFcn', { @gaplotbestf });

[x,fval] = ga(FitnessFunction,numberOfVariables,[],[],[],[],1b,ub,[],options);
disp(strcat('ga() minimun found at: t in sec. = ',num2str(x)));
disp(strcat("’ signal value =', num2str(fval)));

“This MATLAB program can be downloaded from the website companion and installed in the following path “. . .\Exercises_book_ABME\CH3|GA_Matlab
|GA_polyfit\ga_polyline.m.”

Continue... 3.2.4 MATLAB™ Tutorial Analysis and optimization of “2D” data in Biomedical Engineering

Step 5) Apply Evolutionary Algorithm: Genetic Algorithm Step 5) Applying Direct Search Algorithm
Best: 0.707859 Mean: 0.712981 Best Function Value: 0.707481
156 0.85
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Step 6) Compareresults and select optimal results
A)ga () minimun found at: T in sec. =0.24488 | C)Direct search() minimun found at: t in sec. =0,24583
signal value =0.70748 signal value =0,70748
Bl Particle Swarm minimun found at: t in sec. =0,24583 D)Slabal search() minimun found at: t in sec. =(.24583
signal value =0.70748 signal value =0.70748

FIGURE 3.10 MATLAB example for analysis and optimization of “2D” data in Biomedical Engineering: step 5): upper left chart applying Genetic
Algorithm, upper right charts applying Direct Search Algorithm, lower Plot of Data inspection, and lower table comparison between the four algo-
rithms used for 2D optimization.
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", u

TABLE 3.8 Subprogram to use “Particle Swarm Algorithm”:
optimization 2D numeric data®.

ps_polyline.m” from Section 3.3.5 MATLAB Analysis and

% The subprogram “ps_polyline.m”

% 3.2.4 MATLAB Analysis & optimization 2D data in Biomedical Engineering
% Book: APPLIED BIOMEDICAL ENGINEERING USING Al AND COGNITIVE MODELS
% by Dr. Jorge Garza-Ulloa

disp(“Step 5b) Apply Evolutionary Algorithm: Particle Swarm Algorithm”);
disp(“Particle swarm Polyline----------------- ");

rng default % for reproducibility

fun = @polyline_fitness; % objective

nvars = 1;

Ib = [0,0];warning(“off”,“globaloptim:checkbound:lengthOfUpperBound”);

ub = [.5,1.5];warning(“off”,“globaloptim:checkbound:lengthOfLowerBound”)
options = optimoptions(“particleswarm”,“SwarmSize”,1000);

[x,fval,exitflag] = particleswarm(fun,nvars,Ib,ub,options);

disp(strcat(“Particle Swarm minimum found at: t in sec. = ”,num2str(x)));
disp(strcat(“signal value =", num2str(fval)));

“This MATLAB program can be downloaded from the website companion and installed in the following path “. . .\Exercises_book_ABME\CH3|GA_Matlab
|GA_polyfit\ps_polyline.m.”

TABLE 3.9 Subprogram to use “Direct search Algorithm”: “ds_polyline.m” from Section 3.3.5 MATLAB Analysis and
optimization 2D numeric data.

% Sub-program “ds_polyline.m”

% 3.2.4 MATLAB™ Analysis & optimization 2D data in Biomedical Engineering

% Book: APPLIED BIOMEDICAL ENGINEERING USING AI AND COGNITIVE MODELS
% by Dr. Jorge Garza-Ulloa

disp('Step 5c) Apply Algorithm: Direct search ');

options = optimoptions('patternsearch','PlotFen', { @psplotbestf,@psplotmeshsize} );
[x,fval] = patternsearch(@polyline fitness,[.01],[1,[1.[1.[1,[].[],[],options);
disp(strcat('Direct search() minimun found at: t in sec. = ',num2str(x)));
disp(strcat(' signal value =', num2str(fval)));

Note*: This MATLAB program can be downloaded from the website companion and installed in the following path “. . .|Exercises_book_ABME\CH3
|GA_Matlab \GA_polyfit\ds_polyline.m.”

® Obtain a “Mathematical Polynomial Model” by fitting
the data and then applying the “MATLAB Global
Optimization Toolbox” to find the solution to the prob-
lem requested.

® Compare the results of the four methods used to
resolve the 3D optimization problem.

3.3.6.1.4 Procedure

A general analysis and optimization of 3D applying
“Evolutionary Algorithms” with “MATLAB Global
Optimization Toolbox” is going to be used to find the
solution to the given problem following the steps indi-
cated in Fig. 3.8 that describe a “typical algorithm for
optimization & Al numeric data.”

The MATLAB solution for this problem is based on:
“a main program,” “a function fitness” to be used for

“Evolutionary Algorithms,” and “four subprograms,” one
for each algorithm to calculate the minimum value. Each
one is described as follows:

® “Main program” was created with the name
“Optim_Analysis_3D.m.” This is listed in Table 3.11
and this program’s process steps 1) to 3) are as follows:
o “Step 1) Data Inspection of Original discrete data™:
to observe the value vectors a 3D chart is generated
that shows the original discrete vectors values as indi-
cated on the left of Fig. 3.11. For these kinds of
values with a wide range in the vectors it is recom-
mended to “normalized”’ the values of the three axes
before applying the next step.
o “Step 2) Mathematical Model by fitting data”: here
a “Surface Polynomial function” is calculated,
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TABLE 3.10 Subprogram to use “Global search Algorithm”: “gs_polyline.m” from Section 3.3.5 MATLAB Analysis and
optimization 2D numeric data.

% Sub-program “gs_polyline.m”

% 3.2.4 MATLAB™ Analysis & optimization 2D data in Biomedical Engineering

% Book: APPLIED BIOMEDICAL ENGINEERING USING AI AND COGNITIVE MODELS
% by Dr. Jorge Garza-Ulloa

disp('Step 5d) Apply Algorithm: Global search ');

rng default % for reproducibility

fun = @polyline_fitness; % objective

nvars=1;

problem = createOptimProblem('fmincon','objective’,fun,'x0',[0]);
% ,'options',...

%  optimoptions(@fmincon,'Algorithm','sqp',' Display’','off"));)
[x,fval] = fmincon(problem)

gs = GlobalSearch('Display','iter');

Y%rng(14,'twister') % for reproducibility

[x,fval] = run(gs,problem);

disp(strcat('Global search() minimun found at: t in sec. = ',num2str(x)));
disp(strcat(' signal value =', num2str(fval)));

Note*: This MATLAB program can be downloaded from the website companion and installed in the following path “. . .|Exercises_book_ABME\CH3
|GA_Matlab \GA_polyfit\gs_polyline.m.”

TABLE 3.11 Main program: “Optim_Analysis_3D.m” from MATLAB Analysis and optimization 3D data®.

% by Dr. Jorge Garza-Ulloa

%% Step 1) Data Inspection of Original discrete data

load 3Ddata; %

stem3(x,y,z, linestyle','none");title(" Step 1a) Plot of Data inspection (Points)")
xlabel("x");ylabel("y");zlabel("z")

% Normalized Data

x=x/max(x);y=y/max(y);z=z/max(z);

stem3(X,y,z, linestyle','none");title(" Step 1b) Plot of Normalized Data (Points)")
xlabel("x");ylabel("y");zlabel("z")

%% Step 2) Obtain Mathematical model By fitting data

% Fit a Polynomial Surface where x is normalized by mean and std
surffit = fit([x,y],z,'poly23','normalize','on");

% Plot the Fit

figure;

plot(surffit,[x,y],z)

title(" Step 2) Plot of Normalized Data (Points) and Model (Surface)")
xlabel("x");ylabel("y");zlabel("z");

%% Step 3) Evaluate model with residuals

% Plot the residuals surface fit

figure;

plot(surffit,[x,y],z,'Style','Residuals');

title(" Step 3a) Evaluate model with residuals")
xlabel("x");ylabel("y");zlabel("z")

% Plot prediction bounds on the fit.

figure;

plot(surffit,[x,y],z,'Style','predfunc')

title(" Step 3b) Evaluate model for prediction")
xlabel("x");ylabel("y");zlabel("z")

% Evaluate the Fit at a Specified Points specifying a value for x and y,
% using this form: z = fittedmodel(x,y)

disp(strcat('Evaluation of surface x=.5,y=.5 then z = ',num2str(surffit(0.5,0.5))));

4This MATLAB program can be downloaded from the website companion and installed in the following path “. . .Exercises_book_ABME\CH3\GA_Matlab
|GA_3dsurface|Optim_Analysis_3D.m.”
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3.2.5 MATLAB™ Tutorial Analysis and optimization of 3D data in Biomedical Engineering
Step 1) Plot of Data inspection (Points) Step 2) Plot of Normalized Data (Points) and Model (Surface)

¥
b) Coefficients (with 95% confidence bounds):

" poo = 0.321% (0.2978, 0.346)
a) Linear model Poly23: : plo = -0.08175 (-0.1012, -0.06228)
surffic(x,y) = p00 + pl0*x + pPl'y + p20*x"2 + pll®x'y + p02*y*2 + p2l'x"2'y poL = -0.33 (-0.3654, -0.2945)
+ pl2*x*y*2 + p03*y*3 p20 = 0.01678 (0.002221, 0.03134)
where x is normalized by mean 0.5662 and std 0.249% pll = 0.05886 (0.0459%, 0.07173)
and where y is normalized by mean 0.5021 and std 0.2921 poz = -0.01763 (-0.03217, -0.003083)
p2l = 0.01683 (0.002273, 0.0314)
plz = -0.02062 (-0.03515, -0.0061)
po3 = 0.0952¢% (0.07857, 0.112)

FIGURE 3.11 MATLAB example for the analysis and optimization of “3D” data in biomedical engineering: step 1) Plot of Data inspection points,
step 2) Plot of Model obtained by fitting data and original data values: a) Linear Model obtained from the data fitting and b) Coefficients for the linear
model.

where “x” is normalized by mean and std., and its “Fitted Surface Polyline function” with the para-
respective 3D chart is generated, showing the nor- meters, as shown in Eq. (3.6).

malized vector values in the axes and the continu- Surface Fitness Functions for 3D optimization
ous “surface polynomial function model” as ft=0.3219 — 0.08175x — .33y + 0.01678x
indicated in the right side of Fig. 3.11. The “sur-

. " S +0.05886xy — 0.01763y* + 0.01683x%y
face linear model poly 3D” equation is shown at — 0.02062xy% + 0.09529°

the bottom of Fig. 3.11 a), and their coefficients’ 16
values in Fig. 3.11 b). (3:6)
o “Step 3) Evaluate model with residuals” in 3D ® Subprogram “ga_surface.m” listed in Table 3.13. The

data, this step is subdivided into three: process is:

— “Step 3a) Evaluate model with residuals,” o “Step 5) Apply Evolutionary Algorithm: Genetic
which generates a chart showing the residuals algorithm” defining the parameters needed to call
values, as indicated in the left-hand side of the function “ga()” available on “MATLAB Global
Fig. 3.12. Optimization Toolbox.” It generates the left-hand

— “Step 3b) Evaluate model for prediction”: a chart shown in Fig. 3.13.
plot prediction bounds of the surface fit is gen- o “Step 6) Compare results and select optimal
erated as shown on the right-hand side of results”: the results are shown in Fig. 3.13a).

Fig. 3.12. ® Subprogram “ps_surface.m,” listed in Table 3.14, pro-

— “Step 3c¢) Surface Fit evaluated at Specified cesses step 5) again, but now applies the “Particle
Point” specifying a value for “x=0.5" and Swarm Algorithm”:

“y=0.5" is calculated to obtain the surface o “Step 5) Apply Evolutionary Algorithm: Particle

value of “z=0.34728.” Swarm Algorithm” defining the parameters needed

® The Function “surface_fitness.m “is listed in to call the function “particleswarm()” available on
Table 3.12. The process is: “MATLAB Global Optimization Toolbox.”

o “Step 4) Define Fitness Function” needed on the o “Step 6) Compare results and select optimal results:

“Evolutionary Algorithms,” which evaluates the it calculates the results, as shown in Fig. 3.13b).
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Continue... 3.2.5 MATLAB™ Tutorial Analysis and optimization of 3D data in Biomedical Engineering

Step 3a) Evaluate model with residuals Step 3b) Evaluate model for prediction

Y 0 0.2 x

Evaluation of surface x=.5,y=.5 then z =0.34728

Step 4) Define a Fitness Function

Surface Fitness Functions =
0.3219 — 0.08175x — .33y + 0.01678x~ + 0.05886xy — 0.01763y~ + 0.01683x"y — 0.02062xy~ + 0.09529y°

FIGURE 3.12 MATLAB example for analysis and optimization of “3D” data in biomedical engineering: step 3a) Plot to evaluate the residual sur-
face model, step 3b) Plot of to evaluate prediction on the surface, and step 4) Definition of the Fitness Function to be used in the Evolutionary
Algorithms.

TABLE 3.12 Function: “surface_fitness.m” for MATLAB Analysis and optimization 3D numeric data.

% Function “surface_fitness.m”

% 3.3.6 MATLAB™ Analysis & optimization 3D data in Biomedical Engineering

% Book: APPLIED BIOMEDICAL ENGINEERING USING AI AND COGNITIVE MODELS
% by Dr. Jorge Garza-Ulloa

function y = surface_fitness(x)

%Vectorized Surface fitness function

y=0.3219-0.08175*x(:,1)-0.33*x(:,2)+0.01678*x(:,1)."2+...
0.05886*x(:,1)*x(:,2)-0.01763*x(:,2).*2+ 0.01683*x(:,1).22*x(:,2)-...
0.02062*x(:,1)*x(:,2)."2+0.09529*x(:,2).73;

Note*: This MATLAB program can be downloaded from the website companion and installed in the following path “. . .|Exercises_book_ABME\CH3
|GA_Matlab|GA_3dsurface|surface_fitness.m.”

® Subprogram “ds_surface.m,” listed in Table 3.15, pro- @ The subprogram “gs_surface.m,” listed in Table 3.16,

cess step 5) again, but now applies the “Direct search processes step 5) again, but now applies the “Global

Algorithm”: search Algorithm”:

o “Step 5) Apply Algorithm: Direct search” defining o “Step 5) Apply Algorithm: Global search”
the parameters needed to call the function defining the parameters needed to call the function
“patternsearch ()’ available on MATLAB Global “globalsearch ()’ available on MATLAB Global
Optimization Toolbox.” It generates the chart Optimization Toolbox.”
shown on the right-hand side of Fig. 3.13. o Step 6) Compare results and select optimal

o “Step 6) Compare results and select optimal results™: results”: it calculates the results as shown in

the results of the calculation are shown in Fig. 3.13c). Fig. 3.13 d).
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TABLE 3.13 Subprogram to use “Genetic Algorithm: “ga_surface.m” for MATLAB Analysis and optimization 3D
numeric data®.

Sub-program "ga_surface.m"
% 3.2.5 MATLAB™ Analysis & optimization 3D data in Biomedical Engineering
% Book: APPLIED BIOMEDICAL ENGINEERING USING AI AND COGNITIVE MODELS
% by Dr. Jorge Garza-Ulloa
disp('Step 5a) Apply Evolutionary Algorithms: Genetic Algorithm');
rng default % For reproducibility
FitnessFunction = @surface_fitness;
numberOfVariables = 2;
1b = [0,0];%warning('off', 'globaloptim:checkbound:1lengthOfUpperBound");
ub = [1,1];%warning('off"', 'globaloptim:checkbound:lengthOfLowerBound")
options = optimoptions('ga'); % Default options
% 10 Generations of 100 chromosomes
options = optimoptions(options, 'MaxGenerations', 10);
options = optimoptions(options, 'MaxStallGenerations', inf);
options = optimoptions(options, 'FunctionTolerance', 0);
%options = optimoptions(options, 'ConstraintTolerance', 0);
options = optimoptions(options, 'Display’, 'off');
options = optimoptions(options, ‘PlotFcn', { @gaplotbestf });
[x,fval] = ga(FitnessFunction,numberOfVariables,[],[]1,[]1,[]1,1b,ub,[],options);
disp('Genetic Algorithm');
disp(strcat('Global minimun found x= ',num2str(x(1)),"’ y=',num2str(x(2))));
disp(strcat("' z=", num2str(fval)));

“This MATLAB program can be downloaded from the website companion and installed in the following path “. . .|Exercises_book_ABME\CH3|GA_Matlab
|GA_3dsurface\ga_surface.m.”

Continue... 3.2.5 MATLAB™ Tutorial Analysis and optimization of 3D data in Biomedical Engineering

Step 5) Apply Evolutionary Algorithm: Genetic Algorithm Step 5) Applying Direct Search Algorithm
016 Best: 0.0554795 Mean: 0.0593795 0.08 Best Function Value: 0.0518591
- Bost finoss :
Q ©  Mean fitness a
0.14 2 000
5 0.055
o
= o
'S
0zt
@ 0.05
= o 0 10 20 30 40 50 60 70
1]
> [+] lteration
@ 01
§ o Current Mesh Size: 9.53674¢-07
= o
e o
008
-] o §
=05
o E
0.06 | o o =
o
004 N \ : y 0 10 20 30 40 50 60 70
0 1 2 3 4 5 6 7 8 9 10 Stop Pause Neration
Stop Pouss Generation
Step 6) Compareresults and select optimal results
Genetic Algorithm Direct Search
a} Global minimun found x=0.64189 y=1 C} Global minimun found at: x=0,58692 y=1.116
z=0.05547% | z=0.051859
Particle Swarm I Ciobal Searoh
b) Global minimun found x=0.64728 y=1 d) Global minimun found x=0.58693 v=1.116
z=0.055478 : z=0.051859

FIGURE 3.13 MATLAB example for analysis and optimization of “3D” data in Biomedical engineering: step 5) Genetic Algorithm results of
Fitness Function on 10 generations, step 5) Direct Search Algorithm results of Fitness Function on 70 iterations: a) Genetic Algorithm optimization
result, b) Particle Swarm Algorithm optimization result, ¢) Direct Search algorithm optimization results, and d) Global Search optimization results.
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TABLE 3.14 Subprogram to use “Particle Swarm Algorithm

optimization 3D numeric data®.

% Function “ps_surface.m”

", u

ps_surface.m” from Section 3.3.6 MATLAB Analysis and

% 3.2.5 MATLAB Analysis & optimization 3D data in Biomedical Engineering
% Book: APPLIED BIOMEDICAL ENGINEERING USING Al AND COGNITIVE MODELS

% by Dr. Jorge Garza-Ulloa

disp(“Step 5b) Apply Evolutionary Algorithms: Particle Swarm”);
rng default % for reproducibility

fun = @surface_fitness;% objective

nvars = 2;

Ib = [0,0];%warning(“off”,“globaloptim:checkbound:lengthOfUpperBound”);
ub = [1,1];%warning(“off”,“globaloptim:checkbound:lengthOfLowerBound”);

options = optimoptions(“particleswarm”,“SwarmSize”, 1000);
[x,fval,exitflag] = particleswarm(fun,nvars,Ib,ub,options);
disp(“Particle Swarm”);

disp(strcat(“Global minimun found x =",num2str(x(1)), “y =", num2str(x(2))));

disp(strcat(“z =7, num2str(fval)));

“This MATLAB program can be downloaded from the website companion and installed in the following path “. . .|Exercises_book_ABME\CH3|GA_Matlab

\GA_3dsurface\ps_surface.m.”

TABLE 3.15 Subprogram to use “Direct search Algorithm”: “ds_surface.m” from Section 3.3.6 MATLAB Analysis and

optimization 3D numeric data.

% Function “ds_surface.m”

% 3.2.5 MATLAB Analysis & optimization 3D data in Biomedical Engineering
% Book: APPLIED BIOMEDICAL ENGINEERING USING Al AND COGNITIVE MODELS

% by Dr. Jorge Garza-Ulloa
disp(“Step 5¢) Apply Evolutionary Algorithms: Direct search”);

options = optimoptions(“patternsearch”,“PlotFcn”, {@psplotbestf, @psplotmeshsize});

[x,fval] = patternsearch(@surface_fitness,[1 11,[1,11,[1,[1,11,[1,[1,0ptions);

disp(“Direct Search”);

disp(strcat(“Global minimun found at: x =", num2str(x(1)),“y = ”,num2str(x(2))));

disp(strcat(“z =", num2str(fval)));

Note*: This MATLAB program can be downloaded from the website companion and installed in the following path “. . .\Exercises_book_ABME\CH3

\GA_Matlab\GA_3dsurface \ds_surface.m.”

Conclusion

Four methods were used to calculate the “3D optimiza-
tion” requested in this problem to find the “global minimum
value,” as summarized at the bottom of Fig. 3.13; two of
them used “Evolutionary Algorithms: Genetic Algorithm and
Particle Swarm Algorithm” to produce very similar results
of: “Minimum found at x=0.64, y=1 with a z=0.054,"
and two other “Traditional algorithms for search: Direct
search and Global search” with optimization showing the
following results: “Minimum found at x=0.586, y=1.116
with a z=0.0518." Because the value is evaluated at
“y>1," then we can be sure that “the result obtained in the
two Evolutionary Algorithms of z = 0.054 is the global mini-
mum and is inside of the range “y =< 1."

3.4 IBM Watson Studio for artificial
intelligence

In Chapter 2, Introduction to Cognitive Science,
Cognitive Computing, and Human Cognitive Relation to
help in the Solution of Al Biomedical Engineering
Problems, we introduced “IBM Cloud” as a robust suite
of advanced data and “Al fools,” including an
“Application Program Interface (API)” that defines a set
of routines, protocols, and tools for using or building soft-
ware applications. We created services using “IBM Cloud
“solution for Natural Language Processing,” such as
“Speech to Text,” “Text to Speech,” “Natural Language
Understanding,” and others. In this chapter the main
objective is to study “IBM Watson Studio solutions for
Artificial Intelligence.”
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TABLE 3.16 Subprogram to use “Global search Algorithm”: “gs_surface.m” from Section 3.3.6 MATLAB Analysis and

optimization 3D numeric data.

% Function “gs_surface.m”

% 3.2.5 MATLAB™ Analysis and optimization 3D data in Biomedical Engineering
% Book: APPLIED BIOMEDICAL ENGINEERING USING Al AND COGNITIVE MODELS

% by Dr. Jorge Garza-Ulloa

disp(“Step 5d) Apply Evolutionary Algorithms: Global Search”)
rng default % for reproducibility

fun = @surface_fitness; % objective

nvars = 2;

x0=[1,1];

problem = createOptimProblem(“fmincon”,“objective”,fun,“x0”,[0 0]);

%, “options”,. . .

% optimoptions(@fmincon,“Algorithm”,“sqp”,“Display”,“off"));)
[x,fval] = fmincon(problem)

gs = GlobalSearch(“Display”, “iter”);

rng(14,“twister”) % for reproducibility

[x,fval] = run(gs,problem);

disp(“Global Search”);

disp(strcat(“Global minimun found x = 7,num2str(x(1)),“y = ”,num2str(x(2))));

disp(strcat(“z =", num2str(fval)));

Note*: This MATLAB program can be downloaded from the website companion and installed in the following path “. . \Exercises_book_ABME\CH3

\GA_Matlab\GA_3dsurface\gs_surface.m.”

“IBM Watson Studio” is a collaborative environment
with graphical tools for designing, training, deploying,
and managing models with “Watson Machine Learning
services,” such as “SPSS modeler,” “AutoAl,” “Neural
network modeler,” “Notebooks,” “Experiment builder,”
“Decision Optimization model,” “Spark MLIib,” and other
“Al tools,” where:

® “SPSS modeler” presents a graphical view of your
model while you build it by combining nodes repre-
senting objects or actions.

® “AutoAl” experiments automatically preprocess your
data, select the best estimator for the data, and then
generate model candidate pipelines for you to review
and compare. To “deploy the best performing pipeline
as a machine learning model.”

® “Neural network modeler”’ presents a graphical view
of your model while you build it by combining “neu-
ral network nodes.”

® “Notebooks” provides an interactive programming
environment for working with data, testing models,
and rapid prototyping.

® “Experiment builder” automates the running hundreds
of training runs while tracking and storing results.

® “Decision Optimization model” guides you through
building and solving prescriptive models.

® “Spark MLIib modeler” presents a graphical view of
your model while you build it by combining nodes
representing algorithm nodes.

“IBM Watson Studio” has many key capabilities for the
development of “Al systems and applications,” such as:

e Simplified steps to prepare, blend, and analyze data,

® FEasy to use visualization,

® Drag and drop “Machine Learning (ML)” with “SPSS
Modeler,”

® Open source integration,

e Offline processing while keeping data on the desktop,

® Reuse of skills across “Watson Studio developments
tools,” and

® And many more.

Actually, “IBM Watson Studio” as an Al platform can
be used in three ways: “Watson Studio Cloud,” “Watson
Studio Local,” and “Watson Studio Desktop.” Their capa-
bilities, typical users, and license type are indicated in
Table 3.17.

The “General Typical Steps in Data Science to build
and develop Al Applications” are: “Prepare and
Visualize data,” “Build and Validate AI Models,” and
“Deploy and Optimize Al Models,” as indicated in
Fig. 3.14.

This chapter will focus on “Step 1) Read, Prepare and
Visualize data “using the IBM Watson Studio for Artificial
Intelligence Tool IBM SPSS Modeler Flow.” The other chap-
ters will focus on “Step 2) Build and Validate Al Models”

(Continued)
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TABLE 3.17 Watson Studio as an Al platform can be used in three ways: “Watson Studio Cloud,” “Watson Studio
Local,” and “Watson Studio Desktop.”

Platform

Watson
Studio
Cloud

Watson
Studio Local

Watson
Studio
Desktop

Capabilities

Data Science team
collaboration on a public
cloud

Data Science team
collaboration behind a firewall

Data Science individual
starting with SPSS Modeler
canvas, data shaping, projects
and notebook

Users

Organizations with multiple data
scientists and data science teams

Organizations with multiple data
scientists and data science teams

Out of the box enterprise solution for
data scientists and data engineers.

A suite of data science tools, such as
RStudio, Spark, Jupyter, and Zeppelin

License type

Saa$ (Software as a service)

Perpetual—Term pricing monthly

Licensed programs Watson Studio
Local counts the daily user license
usage by Authorized Users. Users with
any of the following privileges count

notebook

toward this license: user or
administrator.

Note: All the IBM Watson Studio example, tutorials and exercise in this book are using “Watson Studio Cloud.”

Step 1)

Read, Prepare and
Visualize data

* Understand problem apply analytic approach
+ Data requirementsand data collection

* Data understanding and data preparation

* Visualize and detect correlation in variables

General

Typical

Stepsin
Data Science

* Modeling:

to build and_.

Step 2
develop P2

Al Models

Build and Validate

* Prepare data for Modeling as splitting
- * Selecttool: SPSS Modeler, Notebooks, etc.
* Algorithm: Classify, Regression, ML, etc.

Al
Applications

* Evaluation

E Deployment
+ Real Time/Online web service

Step 3
Py Al Models

Deploy and Optimize | |

* Batch
+ Application
+ Streaming

L+ Feedback

FIGURE 3.14 General typical steps in Data Science to build and develop Al applications.

(Continued)
and part of “Step 3) Deploy and Optimize Al Models”
using: “Machine Learning Models.” Additionally, we will
cover other “Watson Machine Learning services” in the rest
of the book.

3.4.1 IBM SPSS Modeler Flow

The “SPSS (Statistical Package for the Social Sciences)
Modeler flows” from “IBM Watson Studio” is an excel-
lent group of “Al tools” to develop predictive models
and deploy them to improve decision-making. The flow
interface supports the data mining visual modeling

process integrating algorithms from “AlL” “ML,” “CC,”
and “statistics.” It has many methods available on the
“node palette” using the “flow editor” that allow one to
derive new information from the data to develop predic-
tive models.

“SPSS Modeler flows” has the following capabilities:
“read, prepare, and visualize data,” “Build and Validate
Al Models,” and “Deploy and Optimize AI Models.” Each
capability can be summarized as follow:

® “Read, prepare, and visualize data”

o Read any data size formatted as relational
(tables in relational data sources), tabular (Excel
files *.xIs or CSV files) and textual (in supported
relational tables or files).



Artificial Intelligence Models Applied to Biomedical Engineering Chapter | 3

o Prepare data using automatic data preparations
functions and applying SQL statements, as well as
cleanse, shape, sample, sort, and derive data.

o Visualize data with many chart options, such as
charts, plot, multiplot, time plot, distribution, col-
lection, and others. Also allows identify natural
language from text fields.

® “Build and Validate AI Models”

o Build predictive models using automatic modeling
functions or choose from many modeling algo-
rithms. Also classify textual data and identify rela-
tionships between concepts in textual data.

® “Deploy and Optimize Al Models”

o Output nodes provide the means to obtain informa-
tion about the data and models.

o Export nodes provide a mechanism for exporting
data in various formats to interface with other soft-
ware tools.

“SPSS Modeler flows” is organized to use the following
“nodes palettes”: “‘import,” ‘“‘record operations,” ‘field
operations,” “graphs,” “modeling,” “outputs,” and “exports,”

as shown in Fig. 3.15%,

Note*: “Modeling,” “Outputs,” and “Export” are going
to be explained in the next chapters.

® “Import’: allows import data to be stored in various
formats, or to generate your own synthetic data

® “Record Operations”: allows making changes to data
at record level for data preparation.
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® “Field Operations”: allows to select, clean and con-
struct data for the preparation analysis

® “Graphs”: allows the data mining visualization
process.

® “Modeling”: allows the integration of a big variety of
Al modeling methods and statistics.

® “Text Analytics”: allows to identify languages, text
link analysis, text mining, and others text features.

® “Qutputs”: allows to obtain information form the
modeling methods.

® “Export’: allows the exporting of data in various
formats.

The Menu Nodes from “IBM Watson Studio—SPSS
Modeler Flower” related with “Step 1) Read, Prepare and
Visualize data” are shown in Fig. 3.15 with their general
description. The other “Menu Nodes” are going to be
explained in the next chapters chapter 4 Machine learning
models applied to Biomedical Engineering, chapter 5
Deep Learning Models Principles applied to Biomedical
Engineering and chapter 6 Deep Learning Models
Evolution Applied to Biomedical Engineering

“SPSS Modeler flows” is very useful for developing
many biomedical engineering applications. It has the fol-
lowing capabilities: “read, prepare, and visualize data,”
“build and validate Al models,” and “deploy and optimize
Al models.”

IBM Watson Studio - SPSS Modeler Flower Menu Nodes for Step 1) Read, Prepare and Visualize data

«l1| Graphs

L import | “il[ Field Operations |
E Data Asset: Import data from a data access
E User Input: Input data to test dataset E Type: Define field metadata and purpose

B Slim Gen: Generate simulated data

Derive: Modify data values /derive new fields from data

“a | Record Operations

Select: Select subset of data

Auto Data Prep: Automatically prepares data for modelling

E Filter: Specify filter settings

Filler: Replace field values and change storage

ﬂ Reclassify: For transformation of categorical values

@ Chart: Chart builder /create chart def.
_ Plot: For relationship in num. fields

E Multiplot: Multiple Y over one X field

ime Plot: View one or more time series
- Distribution: Occurrence of non num.

m Histogram: Occurrence of numeric data

EOGESNOB0EAA

Sample: Samples the data

Sort: Sort the data

Balance: Correctimbalance of data
Distinct: Remove duplicate records
Aggregate: Summary of group of data
Merge: Combine data from various sources
Append: Append data from various sources

Space-Time Box: Extension Geohashed spatial
locations
Streaming TS: Build & score time series models

SMOTE: Over-sampling algorithm

RFM Aggregate: Used for Recency, Frequency,
Monetary

E Binning: Automatically create new nominal fields from fields
RFM Analysis: Recency, Frequency, Monetary (RFM) Analysis
E Ensemble: Combines two or more model for better predictions
E Partition: Splits data into separate subsets

E SetToFlag: Derive flag fields based on the categorical values
B Restructure: Multiple fields for nominal / flag field

ﬂ Transpose: Swap the data in rows and columns

E Field Reorder: Define natural order for disp. fields downstream
D History: Used for sequential data, such as time series data
Time Intervals: Specify intervals and derive a new time field

E Anonymize: Disguise field names, field values for avoid exposure

E:Collemlon: Distribution field to others
EZWeb: Relationships between values

'Evalunﬁon: Evaluate/compare models

Note: The following “Menu Nodes”
are going to be explainedin
the next chapters

@ Modeling v

{2 Text Analytics v

% Outputs ~
.

{f—_- Export ~

Reproject: Change projected coordinates to geographic systems

FIGURE 3.15 SPSS Modeler Flower Menu Nodes for Step 1) Read, Prepare, and Visualize data.



138

3.4.2 IBM Watson using SPSS Modeler Flow for
general dataset analysis

3.4.2.1 Research 35 IBM Watson using SPSS
Modeler Flow for “diabetes” analysis

3.4.2.1.1 General objective

“Use “IBM Watson Studio IBM SPSS Modeler Flow” for
a basic analysis of a “diabetes” dataset with the objective
“to find relations between their variables.”

3.4.2.1.2 Specific objectives

1. “Create an IBM Cloud service for Watson Studio,”
that allows the creation of custom models to apply
embedding of “Artificial Intelligence (Al) tools” and
“Machine Learning (ML)” algorithms.

2. “Create a new project for Al and Cognitive Models
using an IBM Cloud Storage service” to add data,
refine data, and specify “AI’—“ML” assets types
needed in this project.

3. “Create an asset type for Modeler Flow type and IBM
SPSS Modeler”

4. “Design a Model Flow to analyze a diabetes dataset”
generating:

a. “Graph distribution” for the “class” * field that can
be either: “fested_negative” or “tested_positive.”

b. “3D graph” to visualize the relation between the
fields: “age” *, “pedi * = Diabetes pedigree func-
tion” and “class” *.

C. “Multiplot” to visualize the relation between the
fields: “plas * = plasma glucose concentration”
and “class®’ versus the other fields.

Note*: See Table 3.18 for see the fields of the dia-
betes dataset.

TABLE 3.18 Dataset “diabetes.csv” fields and descriptions.

Applied Biomedical Engineering Using Artificial Intelligence and Cognitive Models

5. Make conclusions about the analysis of the “diabetes
dataset establishing the relationship between all fields
in this specific data file.”

Note*: In this research tutorial of “IBM SPSS
Modeler Flow,” we concentrate on the use and explana-
tion of the “menu nodes pallets”: “import,” “record
operations” “field operations” and “graphs.” The other
“menu nodes pallets” such as “modeling,” “text analyt-
ics,” “outputs,” and “export” will be explained in the
Chapter 4, Machine Learning Models Applied to

Biomedical Engineering.”

3.4.2.1.3 Dataset

The dataset “diabetes.csv” is based on information at the
“National Institute of Diabetes and Digestive and Kidney
Diseases with the title: Pima Indians Diabetes Database.”
It has: “768 records,” with “eight fields (attributes),” as
indicated in Table 3.18.

3.4.2.1.4 Procedure

The steps to “analyze a diabetes dataset to find relations
between their variables by applying IBM SPSS Modeler
Flow” are summarized in Table of slides 3.1 and each
step of the example is visually explained using screen
sequences with easy to follow figures.

Note: The” IBM Cloud website is evolving in an
exponential way every day,” some screens could
be updated. I recommend to understand very well
the objectives, apply them accordingly with the new
screens’ formats and the current “IBM Cloud website
contents.”

Field Description® 768 instances of patients. All females >21 and <81 years old

preg Number of times pregnant (integers)

plas Plasma glucose concentration 2-h oral glucose tolerance test

pres Diastolic blood pressure in mm Hg (real number)

skin Triceps skin fold thickness in mm (real number)

insu 2-h serum insulin in mu U/mL (real number)

mass Body mass index based on weight in kg/(height in m)? (real number)

pedi Diabetes pedigree function (real number). It is a function which scores likelihood of diabetes based on family history
age Age in years (integers)

class Class variable with two string: [‘tested_negative’, ‘tested_positive']

This dataset can be downloaded from the website companion and installed in the following path “. . .Exercises_book_ABME\CH3|WS_IBM\IBM_SPSS

\diabetes.csv.”



Table of slides 3.1 Steps for the example “Basic analysis of a diabetes dataset to find relations between their variables by applying IBM SPSS Modeler Flow.”

Slide
1

Description

Login to your IBM Cloud Account at the
website: https://cloud.ibm.com/login
entering your “IBMid and Password”

Note: You must have the three services
available that were created in Chapter 2
examples, then click the “Create resource”
button

Screen figure

1. Login in your account 1BM Cloud Account in the website: htitps://cloud.ibm.com/login enteringyour IBMid and Password

Catalog Doca  Support Manage = - naultant Service.

]
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You must have the 3 services available created on Chapter 2 examples, then click the “Create resource” button

From BOEKSAEELEDBIOMERICAITENGINEERINGUSINGATAN DI COGNITIVENMODELS by DrdorgeGarnza Ulloa

(Continued)
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Slide
2

Description

In the IBM Cloud screen on “Al/Machine
Learning Catalog services”

Note: Click on “Al/ Machine Learning,
then click on Watson Studio” to create the
service as indicated in the slide with “2”

Screen figure

2. In the IBM Cloud screen on “Al /Machine Learning Catalog services”
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Click on “Al / Machine .‘.earn.fng”:

Aorotator for Clracal Dats

then click on “Watson Studio” to create the service as indicated in the slide with “2”
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In the IBM Cloud dashboard screen, create
the free “Watson service”

Note: Select a location near to you, click
on license agreement, and press the button
“Create”

3. In the IBM Cloud dashboard screen, create the free “Watson service”

= 18M Cloud

Select a location near to you, click on license agreement, and press the button “Create”
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Slide  Description Screen figure

4 In the IBM Watson Studio screen
Note: Press the button “Get Started”

4. In the IBM Watson Studio screen

Catalog Docs Support Manage Ressarch Consultant S
Watson Studio-2p @ ase  astug 2
| Hanage
LN
0./
Watson Studio
Documentation
N o 50 perion du vir Propec rtwbooka et P ypou s d
Press the button “Get Started”
From BEOKSAEEL EDIBIONVIERICAITEN GIN EERIN GUSINGATANDICOGNITIVEMODEISHy D lorge Garza Ulloa



In the IBM Watson Studio provide your 5. In the IBM Watson Studio provide yourinformation
information

1BM Watson Studio Q Research Consultant
Note: Enter your company name, phone
number, select how do you want to be
contacted, and click “Continue”. Until de your information to continue
appears the button “Go to IBM Watson
Studio”, and click on it.

n EARCH CONSULTANT SERVICES

9159999999

Cﬂ'ﬂlﬂl [ 3 this form, [ ack t [ have read and und
ccept the prc s of this registration h

Your IBM Watson Studio apps are ready to use.

B cotoIBM Watson Studio

Enter your company name , phone number, select how do you want to be contacted, and click “Continue”. Until appearsthe
button “Go to IBM Watson Studio” and click on it.
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In the IBM Watson Studio screen: creating
a project

Note: Watch the demo and finally select
the button “New project”, then click on
the option “Create an empty project”

Screen figure

6. In the IBM Watson Studio screen: creating a project

= 1BM Cloud Pak for Data a Research Consultant Service

1 by exampl
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Create an empty project
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In the IBM Watson Studio—new project
screen, enter the project name and
description

Note: In Define storage: “1 Select storage
service” and click “Add”

7. In the IBM Watson Studio - new project screen, enter the project name and description

Research Consultant Service

— 18M Cloud Pak for Data

New project

Define details Define storage

Name
@ Select storage service

E>&\I and Cognitive Models E> Add

Description

@esearch examples from the book: APPLIED BIOMEDICAL @
E

NGINEERING USING AI AND COGNITIVE MODELS

Choose project options

D Restrict who can be a collaborator (@

In Define storage selection “1 Select storage service” and click “Add”

RINGUSINGAIFAND COGNITIVEIVIODELS by Dr: Jorge
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In the IBM Watson Studio “Cloud Object
Storage”: create a new, service pressing
the button “Create”

Note: Take note of your assigned Service
name

Screen figure

8. In the IBM Watson Studio “Cloud Object Storage”: create a new, service pressing the button “Create”

1BM Cloud Pak for Data Upgrade 4 D. Research Consultant Service..

Summary

= Cloud Obj Storage

.# Cloud Object Storage

Author: IBM « Date of last update: Mar 25, 2021 - Docs = APLD m

Create About

Pricing plan

Displayed prices do not include tax. Monthly prices shown are for country or region: United States

Plan Features Pricing

Lite 1 COS Service Instance Frae [}
Storage up to 25 GB/month
Up to 2,000 Class A (PUT, COPY, POST, and LIST) reque:
month
Up to 20,000 Class B (GET and all others) requests per month
Up to 10 GB/month of Data Retrieval
Up to 5GB of egress (Public Outbound)
Applies to aggregate total across all storage bucket classes

s per

The Lite sarvice plan for Cloud Object Storage includes Regional and
Cross Ragional resiliency, flexible data classes, and built in security.
“ Create

Lite plan services are deleted after 30 days of inactivity. @

Take note of your assigned Service name

From BOOK: APPUIED BIOMEL 2\ [ vl
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In the IBM Watson Studio “Cloud Object 9. In the IBM Watson Studio “Cloud Object Storage”: in the define storage section press “2. Refresh” .
Storage”: in the define storage section
press “2. Refresh”

Note: in IBM Watson Studio “New
project,” verify that the “Storage” service is New project
available and press the button “Create”

= 18M Cloud Pak for Data Upgrade # 0 JORGE GARZA's

Define details Storage
Name

Al and Cognitive Models II> Cloud Object Storage-ac
Description

Research examples from the book: APPLIED BIOMEDICAL
ENGINEERING USING AI AND COGNITIVE MODELS

Choose project options
[[] Restrict who can be a collaborator (D

Project includes integration with Cloud Object Storage for storing project

assets.

m Create

In IBM Watson Studio “New project”, verify that the “Storage” service is available and press the button “Create”

e
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10 In the IBM Watson Studio “My Projects / 10. In the IBM Watson Studio “My Projects / Al and Cognitive Models” screen
Al and Cognitive Models” screen =  1BM Cloud Pak for Data el e e )
Note: Select “Assets” with a click
My Projects s Aland Cognitive Models e o Launch IDE ~ €@ Add to project o ol “ 23 o
uw:rvn:E> Assels Environments Jobs Deployments Access Control Settings
Ai and Cognitive Models O 1
Li Last Updated: Oct 08, 2021
B Readme Assels Collaborators
Date created Recent activity

30 Dec, 2019

Description

Examples and exercises from the book
APPLIED BIOMEDICAL ENGINEERING USING
Al AND COGNITIVE MODELS

Storage

O Byte used

Collaborators View all (1)
° Jorge Garza-Ulloa @

Select “Assets” with a click

From| BOOKSAPPLIED BIOMEDRICAL ENGINEERINGIUSINGTATAND COGNITIVEMODELS by Dr. Jo| za Ulloa;




In the IBM Watson Studio “My Projects /
Al and Cognitive Models” section “Assets”
Note: Load the assets using “browse,”
select the dataset “diabetes.csv” in the
data companion directory and press the
button “Open”

11. In the IBM Watson Studio “My Projects / Al and Cognitive Models” section “Assets”

Upgrade 4 o “onsultant Service

i Al and Cognitive Models = Launch IDE -~ @ Add to project r&
Data >
Load Files Catalog
~ Data assets
Drop files browse for
files 1o Jpload.
Name Type Created by Last modified o
You don't ha S
e B
T g WS_IBM »  1BMA_SP
e e v - ™ @

AN fdes (7)

Gy oem ] | concm
-

Load the assets using “browse”, select the dataset “diabetes.csv” in the data companiondirectory and press the button “Open”

FFrrom BOOK AEELIED BIOIVIEDIE GIN DGNITIVEVIODELS py D Jorge Garza Ulloa
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12 In IBM Watson Studio “My Projects / Al
and Cognitive Models” section Assets:
observe the loaded asset “diabetes”
available
Note: Click on the button “Add to project”

Screen figure

12. In IBM Watson Studio “My Projects / Al and Cognitive Models” section Assets: observe the loaded asset “diabetes” available

ch Consultant Service e

1BM Cloud Pak for Data

My Projects J Al and Cognitive Models e g=] Launch IDE o ~ &= g2 o
Overview Assets Environments Jobs Control o oo Fhas Catalog
What assets are you looking for? Drop files here or browse
for files to upload
~ Data assets
0 asset sclected
Stay on the page until upload completes
NAME TYPE CREATED BY LAST MODIFIED ~ ACTIONS Incomplete uploads are cancelled

csv  diabetes.csv  Data Asset Jorge Garza-Ulloa Oct 08, 2021, 12:40 PM

o

Click on the button “Add to project”
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In the IBM Watson Studio “My Projects/Al
and Cognitive Models” section “Add to
project”

Note: Click on the button “Modeler flow”

13. In the IBM Watson Studio “My Projects / Al and Cognitive Models” section “Add to project”

Overview

Choose asset type

Available asset types

Dataa /|
0 asset seb
| o =
1 =
.}:..
=

" Click on the button “Modeler flow”

‘From||

Data

AutoAl experiment

Visual Recognition m...

Federated Learning e...

Data Refinory flow

P

Connection =
rotebook B3
MNatural Language Cla... =]

Connected data

Dashboard

Model from file
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load

v
id complates. o
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=
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Pipeline
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In the IBM Watson Studio—New modeler
flow screen: enter the name of the “New
modeler flow” as “Diabetes_SPSS”

Note: “Select the Environment definition
as “Default SPSS Modeler (2 vCPU 8
GRAM)"” and click on the button “Create”

Screen figure

14. In the IBM Watson Studio — New modeler flow screen: enter the name of the “New modeler flow” as "Diabetes_SPSS"

IBM Cloud Pak for Data

New modeler flow

Diabetes_SPS55_1 @

Default SPSS Modeler S (2 vCPU B GBRAM) | <E
T al runth nvironments, view options in the

Select the Environment definition as “Default SPSS Modeler (2 vCPU 8 GRAM)” and click on the button “Create”

5 JS G Al AND COGNITIVEMODELS by Dr. lorge Garza Ulloz
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In the IBM Watson Studio “My Projects/Al
and Cognitive Models/Diabetes_SPSS”
screen

Note: Select “Import” to expand its menu,
click and drag “Data Asset” to create the
first node of the model flow

15. In the IBM Watson Studio “My Projects/Al and Cognitive Models/Diabetes_SPSS” screen

IBM Cloud Pak for Data

€2 Record Operations
" C ]

€5 Field Operations

@ Modeling

{2 Text Analytics

hln Graphs

B ounue

Select “Import” to expand its menu, click and drag “Data Asset” to create the first node of the model flow

From bOLWKS AEEL

(_
©
@
%
®

E =2 B a a =5 @&

Drop files here or browse for
files to upload.

"""""" . Data Assets
You may upload multiple data assets.

Get started

EDICALENGINEERING USING
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In the IBM Watson Studio “My Projects/Al
and Cognitive Models/Diabetes_SPSS”
screen: right click “Data Asset” & select
“Open”

Note: Right click on “Data Asset” icon
and select “Open” the button to select
“Data asset” option for “diabetes.csv” as
shown

Screen figure

= IBM Cloud Pak for Data

[; Import

@ Record Operations

f‘; Field Operations

]

P Modeling

Q Text Analytics
luﬂ Graphs
=

Outputs

Right click on “Data Asset”

HED BIOMEL

icon and

Create supernode

Run

select “Open” the button to select “Data asset” option for “diabetes.csv” as shown

Customer Data Sgtos (1).csv
Al and Cognitive Modets 3 Data assets

==

i diabetes.cew

CING Al AR
5 LIS IN AT AL A

GNITIVE MODELS by C
LALUDASINTHTVIE WVIDUEL O Y U

Sel

octed assats

diabetes.cov

16. In IBM Watson Studio “My Projects/Al and Cognitive Models/Diabetes_SPSS" screen: right click “Data Asset” & select “Open

N




In the IBM Watson Studio “My Projects/Al
and Cognitive Models/Diabetes_SPSS”
screen, click “Data assets”

Note: Select “diabetes.csv” then select the
button “Save”

17. In the IBM Watson Studio “My Projects/Al and Cognitive Models/Diabetes_SPSS” screen, click “Data assets”

— IEM Watson Studio

Q

[  Impert

@ oota Asser

€ userinpur

@ simGen

e Extension llY\[.IU['.

@2 Record Operations

€2 Field Operations
P Modeling

<2 Text Analytics
lal Graphs

B outputs

2 Export

/ Diabetes_SPSS_1

@

®

Data Asset

(=3

= @&

Select “diabetes.csv” then select the button “Save”
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Data
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Invalid data handling G
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18 IBM Watson Studio “My Projects/Al & 18. IBM Watson Studio “My Projects/Al & Cognitive Models/Diabetes_SPSS” screen: observe Data Asset preview
Cognitive Models/Diabetes_SPSS” screen: _ =
observe Data Asset preview REEN S £ Research Consultant Service e
Note: Make a right click on “Data Asset” My Projects 7 Aland Cognitive Modets ; Diabetes_ & o o = 2a o |
and select “Preview”
Q, = > + 3 @, Q x G5 Data Asset s O

+, Import ~

—_
E Data Asset

User Input
g Open
Sim Gen
diabetes Disconnect

islz Record Operations ~ P @
- review

I8y Field Operations ~ Edit >
al= Graphs ~ Delete
- Cache 5
> Modeling r

Create supernode
E Outputs v Riiii
T ; Export e

Make a right click on “Data Asset” diabetesicon and select “Preview”
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In IBM Watson Studio “My Projects/Al and
Cognitive Models/Diabetes_SPSS” screen:
after selection of Data Asset > Preview
Note: Be familiar with the attribute of each
field for the “Diabetes.csv”

19. In IBM Watson Studio “My Projects/Al and Cognitive Models/Diabetes_SPSS” screen: after selection of Data Asset >Preview

Data preview

class

plas

tested_positive

tested_negative

tested_positive |

tested_negative

tested_positive

=3 Diastolicblood pressure (mm Hg)
ECT Triceps skin fold thickness (mm)
2-Hour serum Insulin (mu U/ml)
Body mass index (weight in kg/{height in m)~2)
P viabetes pedigreefunction
ET Age(years)

EH classvariable (‘tested_negative’,

Be familiar with the attribute of each field for the
“Diabetes.csv”

) I ‘tested_positive’)
From BO! PLIED BIOGMEDICGALENGINEERING USIN S ]

ge Garza Ulloa
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20 In IBM Watson Studio “My Projects/Al and 20. In IBM Watson Studio “My Projects/Al and Cognitive Models/Diabetes_SPSS" screen: applya “Filter for the data”
Cognitive Models/Diabetes_SPSS” screen: — e

IBM Cloud Pak for Data : Q Ipgrade Research
apply a “Filter for the data” ’ i e :
Note: Extent menu for: “Field Operations,” Projects / Aiand Cognitive Models / Diabetes_SPSS_1 L& O o] 88 @
drag “Filter icon to thﬂe .Mogel Flow, joint & s : - gl =g e @ ®H m
the nodes, right click “Filter” and select _
”Open” @ Import w ?m:_""' s
ﬁ‘: Record Operations w Filter -~

& Field Operations

k * Avg coturmn :
Fislgs: @ in, O filtered, % out
Cache b3

Disable node

Create supernode

Run

POOOOOO O

Extent menu for: “Field Operations”, drag “Filter” icon to the Model Flow, jointthe nodes, right click “Filter “ and select “Open”

(EN
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In IBM Watson Studio “My Projects/Al and
Cognitive Models/Diabetes_SPSS” screen:
“Filter” node option

Note: Select “Retain the select fields”,
“Toggle All Fields” . Also indicated the 4
fields of the dataset: “press,” “mass,”
“insu,” and “class” using “Add Columns,”
and press the button “Ok”

21. In IBM Watson Studio “My Projects/Al and Cognitive Models/Diabetes_SPSS" screen: “Filter” node option

Projects [ Aiand Cognitive Models [ Diabetes_SPSS_1 * @ D 8 @
Fitter L.
o e Select Fields for Filter
D preg # integer 3
O plas # integer
pres # integer
O skin # integer
] insu # integer
v ] mass *s double
< O pedi *s double
O age # integer
] class e string
mename -
annatation -

Canced m 0K
Select “Retain the select fields”, “Toggle All Fields” . Also indicated the 4 fields of the data set: “press”, “mass”, “insu” and “class”
using “Add Columns”, press the button “Save”, and finally “ok”

From BOOK: APPIIEDBIOMEDICALENGINEERING USING AAND COGNITIVE MODELS by:Dr Jorge Garza Ulloa
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22 In IBM Watson Studio “My Projects/Al and 22. In IBM Watson Studio “My Projects/Al and Cognitive Models/Diabetes_SPSS screen”: Using a “Field Operations> Type” node
Cognitive Models/Diabetes_SPSS” screen: v 7

Using a “Field Operations > Type” node | Tcouinbe B 2 |2 Up

Note: Extent menu: “Field Operations,” Projects | Aiand Cognitive Modsls | Diabates_SPSS_1 L ® 9 8 ®
drag “Type” icon to Model Flow, joint the ——
node with “Filter,” right click “Type” and A, Find palatie ncde = * D B R @ e 5 ©

“ "
select “Open B impon I3
@ Record Operations W
((“I:

Field Operations A@ e g 9
Open <E
catetes Fiter Lot
@ Disconnect
Delete

Cache b

Disable node

Create supernode

Run

@ Auto Da
® -

© e
@ i

Extent menu: “Field Operations”, drag “Type” icon to Model Flow, jointthe node with "Filter”, right click “Type” and select “Open”

From BOOK: APPLIED, BIOMEDICALENGINE
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In IBM Watson Studio “My Projects/Al and
Cognitive Models/Diabetes_SPSS” screen:
Using a “Field Operations> Type” open
Note: With “Filter Type” open specify the
role of the field “class” as a Target and
press the button “Save”

23. In IBM Watson Studio “My Projects/Al and Cognitive Models/Diabetes_SPSS” screen: Using a “Field Operations> Type" open

1BM Cloud Pak for Data

s | Diabetes_SPSS_1 + @ b0 2 @
q - BRI ¢ o
Import - Settings -~
Record Operations w E g e Oetaul Mods
) Read metadats Pass (do not scan,
Field Operations AN sazees Fitwe Tiee (O Fonc matacin | () Piss 0 ;

Q
Measure Role Value Mode Values Check
Read - None i
Read v None ~ i@
Read - None ~ @B
n Read v None v i@

cancel Save h

With “Filter Type” open specify the role of the field “class” as a Target and press the button “Save”

POGOOOOOOOO C PP

From BOOK: APP D BIC =p)[al: e} SLUSING Al AND COGNITIVE MODELS by Dr large Garza Ulloz
O DU R ARSI R DIVIVEEITCAL BN NG USING A AND COGNITIVE .)":J'——’..I.-.o.a;’ Dr. Jorge Garza Ulloa

(Continued)



(Continued)

Slide
24

Description

In IBM Watson Studio “My Projects/Al and
Cognitive Models/Diabetes_SPSS” screen:
Using a “Graphs > Distribution” node
Note: Extent menu: “Graphs,” drag
“Distribution” icon to Model Flow, joint
the node with “Type,” right click “Class”
and select “Open,” specify “Class” as a
name. “Plot Selected fields: Filed
(discrete),” press the button “Save” and run
the model flow

Screen figure

24, In IBM Watson Stud

1BM Cloud Pak for Data

e} 5, & 5P
"I pEEEOEEB@EO &

io “My Projects/Al and Cognitive Models/Diabetes_SPSS” scre

®
@]

en: Using a “Graphs > Distribution” nod

e

Extent menu: “Graphs”, drag “Distribution” icon to Model Flow, jointthe node with "Type”, right click “Class” and select “Open”,
specify “Class” as a name, “Plot Selected fields: Filed(discrete)”, press the button “Save” and run the model flow
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In IBM Watson Studio “My Projects/Al and
Cognitive Models/Diabetes_SPSS” screen:
After Run Model flow for “class”
distribution chart.

Note: After running the Model Flow an
Output class is shown, click on eye
symbol and a “Bar graph” is opened in
another screen with the distribution of the
field “class” the count of

“tested_negative = 500" and
“tested_positive = 299" for this diabetes
dataset

25. IBM Watson Studio “My Projects/Al and Cognitive Models/Diabetes_SPSS" screen: After Run Model flow for “class” distribution

=  1BM Cloud Pak for Data Q Upgrade 4 T A earct Consttant Ser? =
Projects | Aiand Cogritive Models | Diabates_SPSS_1 k2 ® 9 8 @
Q. Find palette node Ex@ =T R
Outputs
@- Import w
@ Record Operations v

class @ W
€ Field Operations ~

e ) o ®
{2 Text Analytics W Type class
lol Graphs v View Outpt: class

5]

[30 Export w @

After running the Model Flow an Output class is shown , click on”2” and a “Bar graph” is opened in another screen with the
distribution of the field “class” the count of “tested_negative=500" and “tested_positive=299" for this diabetesdata set.

SOVIED L ENGINEER G USING Al A D COGNITIVE MODE byl lorce (car7a oy
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26 IBM Watson Studio “My Projects/Al and
Cognitive Models/Diabetes_SPSS” screen:
Run Model flow for “age,” “pedi & class
graph”

Note: Extent menu: “Craphs,” drag “Plot”
icon to the Model Flow, joint the node
with “diabetes,” right click “Plot” and
select “Open,” Specify “Plot” selecting “3-
D graph,” assign: “x-field = age,” "y-

field = pedi,” “z-field = class,” press the
button “Save,” and with right click on
“Multiplot” node select “Run” the model
flow for this node

Screen figure

26. IBM Watson Studio “My Projects/Al and Cognitive Models/Diabetes_SPSS” screen: Run Model flow for “age, pedi & class” g

IBM Cloud Pak for Data Al Q

Ai and Cognitive Model Diabetes_SPS5_1
Import -
Record Operations b
Field Operations W
Modeling b
Text Analytics ~ @ a @ - E
F Faine e as3

Graphs ~ @

QEEEEEO@@EQWD

Extent menu: “Graphs”, drag “Plot” icon to the Model Flow, jointthe node with ”

Upgrade P 0 Re:

ranch as a modal
- Cancel

diabetes”, right click “Plot” and select “Open”,

raph

zearch Consultant Servi.

Specify “Plot” selecting “3-D graph”, “assign: x-field=age”, "y-field=pedi” , z-field= class”, press the button “Save”, and with right

click on “Multiplot” node select “Run” the model flow for this node
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IBM Watson Studio “My Projects/Al and
Cognitive Models/Diabetes_SPSS” screen:
Run Model flow for “age,” “pedi & class”
graph

Note: After running the Model Flow from
the node “Plot” select on the Outputs “age
vs pedi vs class,” double click it and a “3D
graph” is shown that the “Ped;” values are
frequently higher for

“class = tested_positive” than

“class = tested_negative” in this dataset

27. IBM Watson Studio “My Projects/Al and Cognitive Models/Diabetes_SPSS” screen: Run Model flow for “age, pedi & class” graph

1oud Pak for Data

O Find o2 3 [Cl Fun L £ B - R
B imeen v
@ Record Oparations v
& Fild Operations -
@ Moceling v
@ © o
3 ToxAraytics -
diabetes Filter Tyoe clasy
bl Gragns -
B won = m <:l_1
B expen - & Opin
utputs
2 MY et
Outputs are available during your SPES Modeler P
session. After your sessicn ends, the outputs are
e longer availatle Edt 3
Duiete
O Awresuns B Créate supemods
Sarve branch as a model
agev. pedi v, class "
a ﬂ 29 mconcsage ® @ Run @
Class . o
a B 293econdsaga @ :

% Models | Diabetes SPSS_1 [ agev.pediv. class

View Output: age v. pedi v. class @

After running the Model Flow from the node “Plot” select on the Outputs “age vs pedi vs class”, clickit on open and a “3D
graph” is shown that the “Pedi” values are frequently higher for “class=tested_positive” than “class=tested_negative” in this data

S From BOOKZAPPLIED BIOMEDRICALENGINEERINGUSING Al ANDICOGNITIVE MODELS by Dr: Jor;
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IBM Watson Studio “My Projects/Al and
Cognitive Models/Diabetes_SPSS” screen:
Run Model flow for “class & plas vs
others”

Note: Extent menu: “Graphs,” drag
“Multiplot” icon to the Model Flow, joint
the node with “diabetes,” right click
“Multiplot” node and select “Open,”
specify “Plot” assigning: “x-field = plas,”
“y-field = pedi, mass, insu, skin, pres, and
preg,” activate “panel = normalize,” press
the button “Save” and with right click on
“Multiplot” select “run” the model flow for
this node

Screen figure

1884 Cloud Pak for Data

28, IBM Watson Studio “My Projects/Al and Cognitive Models/Diabetes_SPSS" screen: Run Model flow for “class & plas vs others”
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Extent menu: “Graphs”, drag “Multiplot” icon to the Model Flow, jointthe node with “diabetes”, right click “Multiplot” node and
select “Open”, specify “Plot assigning x-field=plas”, "y-field=pedi, mass, insu, skin, pres, and preg”, activate “panel=normalize”,
press the button “Save” and with right click on “Multiplot” select “run” the model flow for this node.
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IBM Watson Studio “My Projects/Al and
Cognitive Models/Diabetes_SPSS” screen.
Run Model flow for “class & plas vs
others”

Note: After running the Model Flow from
the node “Multiplot” select on the Output
“6 Fields vs plas,” double click it and a
“Multiplot” in another screen shows that
the larger values of “plas” tends to greater
likelihood for “testing_positive” than
“testing_negative” in diabetes for this
particular and small dataset

29, IBM Watson Studio “My Projects/Al and Cognitive Models/Diabetes_SPSS” screen. Run Model flow for “class & plas vs others”
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After running the Model Flow from the node “Multiplot” select on the Output “6 Fields vs plas”, double click it and a “Multiplot”
in anotherscreen shows that the larger values of “plas” tends to greater likelihood for “testing_positive” than “testing_negative”
in diabetesfor this particularand small data set.
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Slide
30

Description

IBM Watson Studio My Projects/Al and
Cognitive Models

Note: Select “Al and Cognitive Models”
and observe that “Data assets with
diabetes.csv,” “Modeler flow with
Diabetes_SPSS.” Log out clicking in the
upper right corner of the screen and finally
“Log out”

Screen figure

30. IBM Watson Studio “My Projects/Al and Cognitive Models”
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Select “Al and Cognitive Models” and observe that “Data assets with diabetes.csv”, “Modeler flow with Diabetes_SPSS”. Log out
clicking in the upper right corner of the screen and finally “Log out”
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Conclusions
Using the “IBM Model flow” for a basic analysis for

this specific “diabetes.csv” dataset, we observed the fol-
lowing conclusions:

“Distribution plot” of ‘“class” attribute shown in
Fig. 3.16A: there are a total instance of 500 for “fes-
ted_negative equal to 65.1%,” and 268 for “tested_po-
sitive equal to 34.9%.”

“3ID-plot” of “age vs. class vs. pedi” as shown in
Fig. 3.16B: there are frequently higher values of “pedi”
with  “class = tested_positive”  with  [min = 0.088,
max =242, average = 0.55, std-dev=0.372] than
“class = tested_negative” with [min = 0.078, max = 2.33,
average = 0.43, std-dev = 0.299].

Based on the “normalized multiline plots” of x = “plas”
versus y = [“pedi,” “mass,” “‘insu,” ‘“‘skin,” “pres,”
“preg”’] separated by “class” as shown in Fig. 3.16C
and D, it indicates that larger values of “plas” tends to
show a greater likelihood of “festing_positive” for
diabetes.

Recommendations

Update the dataset to include the following diabetes

attributes: “urine_test” and “hemoglobin_Alc_test.”

o ‘“urine_test” may be done in people with diabetes
to evaluate severe “hyperglycemia,” that is, severe
high blood sugar, by looking for “kefones” in the
urine. “Ketones” are a metabolic product produced

A) Distribution of “class” attribute

Tested_negative=500

Tested_positive=268
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when fat is metabolized. “Urine tests” are also
done to look for the presence of protein in the
urine, which is a sign of kidney damage [19]
[https://www.medicinenet.com/urine_tests_for_dia-
betes/article.htm]

o “hemoglobin_Alc_test” tells our average level of
blood sugar over the past 2—3 months. It is also
called “HbAlc,” “glycated hemoglobin test,” and
“glycohemoglobin.” People who have diabetes
need this test regularly to see if their levels are
staying within range. For people without diabetes,
the normal range for the “hemoglobin Alc” level is
between 4% and 5.6%. “Hemoglobin Alc” levels
between 5.7% and 6.4% mean you have a higher
chance of getting diabetes. Levels of 6.5% or high-
er mean you have diabetes [20].

A larger dataset will help to analyze with more preci-

sion the diabetes.

Apply “Machine Learning (ML) algorithms for classi-

fication in a dataset that describes a population that is

under a high risk of the onset of diabetes [21].

In this example the IBM Watson Studio was used for a “basic
analysis of a diabetes dataset to find relations between their
variables applying IBM SPSS Modeler Flow,” the modeling
nodes will be explained in Chapter 4, Machine Learning
Models Applied to Biomedical Engineering.

B) 3D-plot x="age”, y="class” z="pedi”
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FIGURE 3.16 Plots generated in IBM Watson Studio using IBM SPSS Modeler Flow for a “Basic analysis of a diabetes dataset to find relations
between their variables.”
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3.5 Examples of applications of
evolutionary algorithms with other Al
tools in biomedical engineering

The applications of “evolutionary algorithms,” such as
the “Genetic Algorithms” based on “Darwinian evolution,”
are endless in “Biomedical Engineering,” especially in
“Neurology,” “Radiology,” “Oncology,” “Cardiology,’
“Radiotherapy,” “Endocrinology, “Health care management”
and many other fields of medicine [22]. Some examples are:

® “Neurology” has many applications of “Evolutionary

Algorithms.” The most frequently used are:

o “Detection of Brain lesion, such as the ones
formed in Multiple sclerosis (MS),” which is a
debilitating inflammatory disease in the neural sys-
tem that forms scars in the brain’s white matter,
these scars are known as “plaques™ [23].

o “Detection of seizures in electroencephalogram
(EEG).” A test records the electrical signals of the
brain, and seizure can be detecting by analyzing
abnormal brain electrical discharges. “GA” is used
to find the optimal parameters for and architecture
of the “Artificial Neural networks (ANN)” [24].

o “Detection of mitochondrial dysfunctions” that
play an important role in “Parkinson’s disease
(PD).” “GA” are used to detect biologically impor-
tant patterns of mitochondrial mutations in
Parkinson’s patients, in addition to the simple com-
parison of mitochondrial mutations between
healthy and disease conditions [25].

o And many more applications of “Evolutionary
Algorithms in neurology.”

® “Radiology” is based on use of “bioinstruments,” which
are machines to scan images from the human body:

o “X-rays” use a form of electromagnetic radiation.

o “Computed Tomography (CT)” uses a computer-
processed combination of many X-ray images
taken from different angles, to produce cross-
sectional images as virtual slices from the body.

o “Magnetic Resonance Imaging (MRI)” uses strong
magnetic fields, radio waves, and field gradients to
form body image slices.

o “Functional magnetic resonance imaging (fMRI)”
uses MRI technology that measures brain activity
by detecting changes associated with blood flow.

o “Ultrasound imaging” 1is a diagnostic imaging
technique based on the application of ultrasound as
the “Doppler Ultrasound Analyzer” devices based
on the Doppler effect as a phenomenon, in which
an observer perceives a change in the frequency of
the sound emitted by the source, when the source,
the observer, or both are moving.

o And many other types of “imaging bioinstrument
machines.”

These imaging techniques generate a large amount of

data that needs to be analyzed and interpreted by radiolo-
gists in a relatively short time. It is necessary to detect
the shape and size of objects in these images through
edge detection by using “Evolutionary Algorithms,” as
stated in the following research papers:

“Detect macrocalcifications that suggest breast
cancer screening primarily using mammography’:
automatic detection of the breast border and nipple
position on digital mammograms using a genetic
algorithm for an asymmetry approach to detection
of microcalcifications [26].

“Mammograms combining wavelet analysis and
genetic algorithm”: segmentation and detection of
breast cancer in mammograms combining “Wavelet
Analysis” and “Genetic Algorithm” [27].
“Classification in digital mammograms”: a
“genetic algorithm” design for microcalcification
detection and classification in digital “mammo-
grams” [28].

“Detection of microcalcifications clusters”: a dis-
tributed genetic algorithm for parameters optimiza-
tion to detect microcalcifications in digital
mammograms [29] and a driven genetic algorithm
for microcalcification cluster detection [30].
“Detection, analysis y classification of ultrasound
breast tumor images”: combining “support vector
machine” with “genetic algorithm” to classify
ultrasound breast tumor images [31].

“Detection of myocardial infarction”: a ‘“‘genetic
algorithm to select variables in logistic regres-
sion”: example in the domain of myocardial infarc-
tion [32].

“Classification of mass and normal breast tissue”:
image feature selection by a genetic algorithm:
application for classification of mass and normal
breast tissue [33].

“Detection of solitary lung nodules” using quality
threshold clustering, genetic algorithm, and diver-
sity index [34].

And many other applications developed for “radi-
ology using Evolutionary Algorithms.”

“Oncology” uses screening tests for early detection
followed by proper treatment that could improve the
survival rate of patients. The various methods include:

(@]

“Biomolecular information generated via spectros-
copy” that can be analyzed by a “GA” partial least
square-discriminant analysis system to differentiate
between a normal and dysplastic cervix [35].

“Detect massive gene expression used for molecu-
lar diagnostics and prognosis using DNA microar-
rays.” DNA microarrays generate a large set of
data that need to be analyzed to detect the key
predictive genes. “GA” has the capability to search
and find optimal solutions among large and



Artificial Intelligence Models Applied to Biomedical Engineering Chapter | 3

complex solutions through many interactions,
allowing the detection of many cancer cells [36].

o “Find relationships between several elements and
cancer”: this can be achieved using a combination
of “GA,” “Regression Analysis,” and “Least
Square Support Vector Machine (LSSVM) model”
to find patterns in training data to predict the mor-
tality of cancer cervical and trace elements [37].
Modeling the relationship between cervical cancer
mortality and trace elements is based on genetic
algorithm-partial least squares and support vector
machines [38].

o And many other techniques specially developed for
“Oncology applying “Evolutionary Algorithms.”
“Cardiology” uses “Evolutionary Algorithms” in many

fields of cardiovascular medicine, such as:

o “Detection and analysis of atherosclerotic pla-
ques,” which are the indicators most myocardial
infarctions and strokes. Frequently the plaque
mechanical properties, such as elasticity, allow to
locate the unstable plaques [39].

o “Model the presence of myocardial infarction
in patients with chest pain”: a “Genetic Algorithm” is
used to select variables in “Logistic Regression™: an
example in the domain of myocardial infarction [32].

o “Interpretation of the electrocardiogram (ECG)
based on the detection of QRS complex to diagnose
“Cardiac arrhythmias,” where the “ORS complex is
a specific sequence of deflections” seen on the print-
out of an “ECG,” representing the depolarization of
the right and left ventricles of the heart [40].

o And many other applications specially design for
“Cardiology using Evolutionary Algorithms.”

“Radiotherapy” is a treatment where radiation is used

to kill cancer cells. These treatments use “bioinstru-

ments” to apply “Intensity modulated radiotherapy

(IMRT)” to transfer accurate doses of radiation to a tar-

get tumor in the brain, prostate, etc. They damage can-

cer cells and stop them from growing or spreading in
the body. Examples of “Evolutionary Algorithms” are:

o “Planning IMRT sessions,” which typically involves
the selection of 5—10 angles for “wavelef” projection
and determining the radiation dose. “GA” could
improve the selection of “gantry angles” in a reason-
able time frame, where the “gantry of a computed
tomography scanner (CT)” is a ring or cylinder, into
which a patient is placed. The “X-ray tube” and “X-
ray detector “spin rapidly in the gantry, as the patient
is moved in and out of the gantry [41].

o “Calculation and planning of irradiation planning
for other types of cancer including pancreatic [42],
rhabdomyosarcoma, and brain tumors [43].

o And many other algorithms based on “Evolutionary
Algorithms for precise irradiation planning for dif-
ferent human body organs.”

171

“Endocrinology” is a branch of biology and medicine

dealing with the endocrine system, its diseases, and its

specific secretions known as “hormones,” that need
many special algorithms to:

o “Detect hypoglycemia,” which is the most common
complication of “insulin therapy” in patients
with “type 1 diabetes mellitus.” “Hypoglycemia”
can induce alterations in the patterns of
“Electroencephalograms (EEC)” signals that can
be detected by the combination of different
“Al tools” as: “Artificial Neural Networks (ANN)”
for training, “Genetic Algorithms (GA)” for
search and “Levenberg-Marquardt (LM)” training
techniques used to solve nonlinear least squares
problem [44].

o “Detect noninvasive episodes of nocturnal hypogly-
cemia”’ using ‘“heart rate and corrected QT
interval” that represents the time taken for ventric-
ular depolarization and repolarization applying
different “Al tools,” such as “GA” based “Multiple
Regression” with “Fuzzy Inference System” [45].

o And many other “Al algorithms for Endocrinology
applications.”

“Health care management” as the administration,

management, or oversight of healthcare systems, pub-

lic health systems, hospitals, entire hospital networks,
or other medical facilities. “Al tools” based on

“Evolutionary Algorithms” can be applied for many

applications of hospital management to improve

patient servicing, satisfaction, and cost-effectiveness
ratios as well as the efficient scheduling of patient’s
admission and follow-up, such as:

o “Improve the patient admissions and scheduling in
different hospital areas” using a mathematical
model developed and optimized applying a “GA”
[46], and clinical pathways scheduling using
hybrid genetic algorithm [47].

o “Optimization of clinical laboratories”: “GAs”
have been applied to improve staff rotation sched-
uling in a clinical laboratory, for planning the rota-
tion of staff effectively, ensuring the maintenance
of techniques and skills, saving time and the cost
necessary for the scheduling process.

o And many other algorithms based on “Evolutionary
Algorithms” for health care management.”

There are many other Evolutionary Algorithms that can
be applied in other biomedical engineering fields, such
as: “Obstetrics and gynecology,” “Pediatrics,” “Surgery,”
“Pulmonology,” “Infectious diseases,” “Rehabilitation medi-
cine,” “Orthopedics,” “Pharmacotherapy,” etc. The under-
standing of the methods explained in this chapter will
facilitate the optimization of many Al applications devel-
oped for BME.
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Chapter 4

Machine Learning Models Applied to
Biomedical Engineering

4.1 Introduction

As explained in Section 1.4, “Machine Learning (ML) is
a subset of “AI” that evolved from the study of “pattern
recognition and computational learning theory.” “ML”
has seven specific steps to follow to achieve its goal of
obtaining a valid model for prediction, these steps were
explained in Section 1.3.8 and summarized in Fig. 1.4;
these are “data collection,” “data preparation and explo-
ration,” “feature engineering,” “model selection,” “model
training,” “model evaluation,” and “model prediction and
deployment’:

EEINT3

Step 1) “Data collection®’ is made under two terms:
“data schema” and “semantic types.”

Step 2) “Data preparation and exploration®’ is the
cleaning of data collected, and data exploration is the
tools to avoid the problems of “Al bias.”

Step 3) “Feature engineering*®” consists of the feature
selection and includes the deletion of irrelevant attri-
butes or even the creation of new features, “apply
dimensionality using Principal Component Analysis
(PCA)” and “finally split the dataset into training and
evaluation sets.”

Step 4) “Model selection®’ refers to the selection of
the best algorithm and the platform, which could be
“open source language,” ‘“high-performance lan-
guage,” “special Al cloud applications,” or others.
Step 5) “Model training*” is running the algorithm to
obtain a process model based on iteration as a training
step using the actual dataset, to train the model for
performing various actions, model evaluation, and
model prediction and deployment.

Step 6) “Model evaluation and tuning™’ are the use of
metrics or a combination of them to measure the
objective performance of the model and to select the
best algorithm for that specific purpose.

Step 7) “Model prediction and deployment™’ is where
the “ML model” obtained is used to predict the out-
come of what we need, and the “deployment” refers to

the creation of applications of a model for predictions
using a new data where it is needed.

“Machine Learning (ML)” is a subset of “Al” that evolved
from the study of “pattern recognition and computational
learning theory.” “ML” has seven specific steps to follow to
achieve its goal of obtaining a valid model for prediction,
these steps were explained in Section 1.3.8 and summa-
rized in Fig. 1.4.

4.2 Choosing the best ML model

Each “ML model” has its strengths and weakness for each
specific scenario; “there are no rules of thumb or easy steps
to follow.” The basic questions for narrowing the selection
of the “ML model” to use are the “data to analyze,” “task(s)
to accomplish,” “‘software type,” ‘“hardware needed,’
“deployment needed,” and “type of validation.” Where:

® “Data to analyze’:

O Type of data: “discrete values” or “continuous.”

O Data complexity: “straightforward or complex.”
Allows try to detect and ignore irrelevant attributes.

O Size of the datasets: “small, medium, or large.”

® “Task to accomplish”:

O Describe “exactly what we want to accomplish.”

O Visualize: “have a clear visualization of the pro-
cess needed before proceed.”

O Detail needed: “define the amount of detail needed
in the results.”

®  “Software type”:

O Select computer language (free Al and general-
purpose programming language), such as open
source language, for example, “cURL” (command
lines or scripts to transfer data), “Java,”
“JavaScript,” “Python,” “Scala,” “R language”
(free Al data-statistical analysis programming lan-
guage), or others.

i
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O High-performance language such as “MATLAB®),”
“Lisp,” “Prolog,” others.
O Special Al cloud computing services such as “IBM
Cloud Watson Machine,” “Amazon Web Services
(AWS),” “Microsoft Azure,” and others.
“Hardware needed’:
O Processing power: limited, normal, excessive.
O Storage needed: limited, normal, excessive.
“Deployment needed”:
O Locally, private, public, hybrid, community cloud,
or other.
O Need real time?
O Monouser or multiuser?
“Type of validation™: “Validation gives a numeric esti-
mation of the difference between the actual data in the
dataset and the estimated result,” but it is important to
mention that this is performance is obtained only with
the data used to train it. Then, this is not a guarantee
that the model is either “overfitting” or “underfitting.”
“Overtfitting” is when the “ML model” starts learning
from the noise and inaccurate data that probably will
lead to obtaining a wrong prediction, and “underfit-
ting” is when the “ML model” cannot capture the
underlying trend of the data. “Cross-validation” is a
technique to evaluate “ML algorithm’s performance”
based on a partition of dataset in a subset for training
and the other subset for testing. There are two general
methods for classification of “cross-validation™: “
exhaustive” and “exhaustive”.
O “Nonexhaustive,” where the data is trained only
for some combinations from the dataset. The most
common methods are the following:
“Holdout method”: the easiest “cross-
validation” method that splits the entire data-
set into two sets, a “training set” and a “test
or validation set.” The problem is that any
data could be in the “fraining set” or in the
“validation set,” and have a high variance.
Note: Variance on statistics measures vari-
ability from the average or mean

— “K-Fold cross-validation”: the original train-
ing set is divided into “k subsets.” In each
fold, one of the “k subsets” is taken as the
“validation set,” and the “remaining k — I sub-
sets are used as the training set.” The “error
estimations from all the folds” are taken and
“averaged to give us the final error estimation
of the model,” based in that all the “k sets for val-
idation,” each datapoint appears in the validation
set exactly once. And each point of data appears
in the training set exactly “k — I” times, then the
accuracy of the “ML model” is improved.

—  “Stratified K-fold cross-validation”: the differ-
ence is that in each set a verification is made

non-

that in each category there are equal or close
results and/or the “means of all outcomes are
comparable.”
O “Exhaustive”: data is trained for all possible com-
binations. The most common methods are:

— “Leave-P-out cross-validation”: the “n” data
points are divided into “n—p” that are taken in
one iteration and the remaining “p” are used
for validation, where the iteration checks all
possible combination of “p.”

— “Leave-one-out cross-validation”: very similar
to the “Leave-P-out cross-validation” but “p”
is always “I,” with the advantage that this

method is less “exhaustive.”

The “ML Model” to select to find the solution depends
on the type of ML problem; generally this can be “unsu-
pervised learning,” “supervised learning,” “reinforcement
learning,” “survival models,” “association rules,” and
others.

99 ¢

4.2.1 Unsupervised learning

“Unsupervised learning” is used when the data do not
include the result for each case, meaning that the ground
truths are unknown. “Unsupervised Learning Models”
have the ability to find “patterns in a stream of inputs”
known as “clusters,” because they are in groups and inter-
preted based only on input data without “labels”
responses. “Clustering is used for exploratory data analy-
sis to find hidden patterns or grouping of the data.” In
“biomedical engineering” it is used for many application
as “gene sequence analysis,” “motion detection,”
“Natural Language Processing (NLP),” and as “computa-
tional biology” for tumor detection, drug discovery, etc.
The “ML models” frequently used as “Unsupervised
Learning” are indicated in Fig. 4.1, they are: “k-means*,”
“k-Medoids,” “Hierarchical,” “Gaussian  Mixture,”
“Artificial Neural Networks,” “Hidden Markov,” “Self-
organizing map,” and others.

Note*: See “k-means” applied on: “Research 4.1
Tutorial example IBM Watson SPSS Modeler Flow for
“ML Model for Diabetes.”

4.2.2 Supervised learning

“Supervised Learning” is used when data include a result
for each case. It develops predictive models based on
both input and output data. This kind of algorithm is used
for “classification” and “regression.”

® “Classification” is used to assign items to a “discrete
group or class” based on specific set of features. For
example: “tumor classification” as “cancerous” or
“benign,” classification on input data with applications
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for “medical imaging,” “speech recognition,” etc. The
“ML models” frequently used for “Supervised
Learning: Classification” are shown in Fig. 4.1, they
are: “Support Vector Machines (SVM),” “Discriminant
Analysis,” “Naive Bayes,” “Nearest Neighbor,” and
others.
® “Regression” is used to produce
responses” using a function that describes the relation-
ship between inputs and outputs and predicts how the
outputs should change as the inputs change. For exam-
ple, to “predict changes on body temperature,” “pre-
dict heart attacks,” and many other predictions based
on data from previous patients, such as age, weight,
height, blood pressure, etc. The “ML models” fre-
quently used as “Supervised Learning: Regression”
are indicated in Fig. 4.1, they are “Linear Regression,”
“Support Vector Regression (SVR), “Gaussian Process
Regression (GPR),” “Ensemble Methods,” “Decision
Tress,” “Artificial Neural Networks,” and others.

“continuous

4.2.3 Reinforcement learning

“Reinforcement Learning (RL)” is inspired by behavior-
ist psychology, concerned with how software agents
ought to take actions in an environment so as to maxi-
mize some notion of cumulative reward. In others words,
“RL” are “ML algorithms” that focus on training follow-
ing the “attempts and failures approach” similar to
“trial-and-error learning” but adding a “reward.” “RL”
is considered as a “reward-based learning” consisting of
an “agent” that evaluates the current situation as a
“state,” takes an “action,” and receives a “reward” if is
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Output o Hierarchical, Gaussian Mixture, Artificial Neural
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ML general techniques with their main characteristic, and frequently used algorithms.

positive or “punishment” if is negative from the “envi-
ronment” in each attempt. “RL” does not use a labeled
dataset as in “Supervised Learning” and the “agent” is
not told which actions to follow to find a way of per-
forming a task; it only depends on the “rewards” and
“penalties” in each decision to signal that the taken
option is correct or incorrect through a “feedback” that
is sent when a task is completed. “The goal is to find a
set of consecutives actions or sequential decision that
maximize the “reward,” and each agent’s decision can
affect its future actions.” “RL” analyzes data to find
interconnections between data points and structures them
by similarities or differences. There are two major bio-
logical categories for reinforcement: “Primary” and
“Secondary”:

® “Primary reinforcement”, known also as “uncondi-
tional reinforcement”, occurs naturally in the human
body without any effort for learning, such as “sleep-
ing,” “breathing air,” “eating,” etc. “Genetics” and
“previous experience” has a role in reinforcing “posi-
tive or negative feedback.”

® “Secondary reinforcement,” known also as “condi-
tioned reinforcement,” uses a “stimulus as reward
when it is paired with another reinforcing stimulus,”-
such as “training a child,” etc.

“RL” has many applications in “biomedical engineer-
ing” because it was inspired by learning rules developed
in biology, and artificial agents are “sensory inputs” that
define the “states” of the “environment” and the outcome
of chosen actions obtain “rewards” or “punishments” that
the agent tries to optimize to survive and be useful [1].
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Common “RL” algorithms are shown in Fig. 4.1. Some
“BME” examples are found in “computational neurosci-
ence” [2,3] where the study of “synaptic” plasticity shows
that the timescales of learning are directly related to the
“dynamical processes” of “neurons” and “synapses” as
explained in Section 2.3.1 and shown in Fig. 2.2.
Different studies on animal behaviors that learn training
[4], based on Hierarchical Reinforcement Learning
(HRL), and others methods.

Note*: Most of the “RL algorithms” employ “DL”
models, which are going to be explained in Chapter 0,
“Deep Learning Models Evolution Applied to Biomedical
Engineering.”

4.2.4 Survival models

“Survival models” are used to analyze data in which the
time until the event is of interest. The response is often
referred to as “failure time,” “survival time,” or “event
time.” “Survival analysis” is time to event analysis, this
happens when the outcome of interest is the time until an
event occurs. One important concept in “survival analy-
sis” is the concept of “censoring,” that is, the survival
times of some individuals might not be fully observed
due to different reasons. This might happen when the sur-
vival study (e.g., the clinical trial) stops before the full
survival times of all individuals can be observed, or a per-
son drops out of a study, or for long-term studies, when
the patient is lost to follow-up, etc. During a survival
study either the individual is observed to fail at time “7,”
or the observation on that individual ceases at time “c.”
Then the observation is “min(T,c)” and an indicator vari-
able ‘‘I.”’ shows if the individual is censored or not.
The calculations for hazard and survivor functions must
be adjusted to account for censoring. The “survival func-
tion s(t)’indicates the probability that the individual sur-
vives for longer than a certain time “f’ as shown in

Eq. (4.1). The most commonly used distributions “p” are
“exponential,” “Weibull,” “lognormal,” “Burr,” and
“Birnbaum—Saunders distributions” [5].

Survival function probability s (t)=p (T =t) (4.1)

The accumulative probability of survival as a function
on time ‘‘S(¢)”’ describes the probability that the survival
time of an individual exceeds a certain value as shown in
Eq. (4.2).

Survival function accumualtive probability S (f) =1 — F (t)
4.2)

where S(7) is the complement of the cumulative continu-
ous distribution function, and F(#) is the probability that
the survival time is less than or equal to a given point of
time.

Applied Biomedical Engineering Using Artificial Intelligence and Cognitive Models

The “Death density function f(t)’’ can be obtained as
shown in Eq. (4.3).

dF(r) _  dS(1)
dr - dr

And the “Hazard function”, which represents the prob-
ability that the event of interest occurs in the next instant
given a survival time “#,” is shown in Eq. (4.4).

() _ _dln_S@)]

Hazard tion h(t) = ——= =
azard function h(t) S0 o

Death density function f(t) = 4.3)

(4.4)

“Survival analysis” can be made using classic “statisti-
cal methods,” “ML methods,” and others. The most fre-
quently used “ML models for Survival analysis” are
shown in Fig. 4.1; they are “Survival Trees,” “Artificial
Neural Networks,” “Ensembles using: Random Survival
Forest and Bagging Survival Trees,” “Support Vector
Machines (SVMs),” and others. Some examples in “bio-
medical engineering” are the following: “infections: for
time-to-events as the time until get infection”; “diseases:
analysis for reoccurrence of a specific disease as breast
cancer” [0]; “health science: analysis of time for patients’
recovery’”; and many other applications.

4.2.5 Association Rules

“Association Rules” is a rule-based ML method for dis-
covering interesting relations between variables in large
databases. It is intended to identify strong rules discov-
ered in databases using some measures of interestingness.

“Association Rules” does not extract individual prefer-
ence, it finds relationships between a set of elements of
every distinct case or transaction. An Association rule has
“Itemset”, this is a list of “antecedents” and their related
“consequents.” “Association Rules” has infinity applica-
tions for “Knowledge Discovery in Database (KDD).” For
example, in “Neurology,” the “antecedent” could be the
“symptoms” and the “consequent” could be the “diseases”
as shown in Eq. (4.5).

Association Rules for Neurologic diseases example
{Antecedents} — {Consequent}

{Typical motors — symptoms, Non — motors symptoms}
— {Neurologicdisease}

itemset = {z‘ypical motors — symptoms,
Non — motors symptoms, Neurologicdisease}

(4.5)

These kinds of association are very helpful for recom-
mending medical procedures, therapies, medicine
dosages, detecting the degree of the disease, etc. Various
metrics are used to understand the strength of the associa-
tion between “antecedent” and “consequents,” such as
“support,” “confidence,” and “lift”:
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o “Support” gives a value related to the frequency of an
itemset in all the cases. Mathematically, “support” is
the fraction of the total number of transactions in
which the itemset occurs, as indicated in Eq. (4.6).

Association Rules: Support metric Support

(- = TEED

(4.6)

where {X} is the list of first items, for example, typical
motor symptoms; {Y} is the list of second items, for
example, typical nonmotor symptoms; Support ({X}—
{y}) is the frequency of {X} associated with {Y}; T(X.Y)
is the number of transactions containing both {X} and
{Y}; and T7 is the total number of all kind of
transactions.
® “Confidence” is the value of the concurrent of the
“consequent” that has the “antecedent,” as indicated in
Eq. (4.7).

Association Rules: Confidence metric Confidence

T((X}, (Y}) S

(=D = %)

® “Liff” is a value for the “support” of “consequent”
while calculating the “conditional probability of the
occurrence” of “{Y})” given “{X},” as indicated in
Eq. (4.8).

Association Rules: Lift metric Lift

T(X}, {Y})/T(X})

(X} —={yh = T(Y)

The results are obtained generating the general rules
from the entire list of items and identifying the most
important ones. “Association Rules” is summarized as
shown in Fig. 4.1. One frequently used algorithm is
known as “Apriori algorithm” that executes a pruning to
efficiently get all the frequent “itemset” [7,8].

There is not an easy method to choose the best “ML
model*.” To find the best model depends on the type of
machine learning problem, generally this can be:
“Unsupervised  Learning,” “Supervised  Learning,”
“Reinforcement Learning,” “Survival Models,” “Association
Rules,” and others. Each “ML model” type has its strengths
and weaknesses for each specific data scenario. Note* =
There are Automated Machine Learning that automates and
eliminates manual steps requierd to go from a data set to a
predictive models as “AutoML from Mathworks”, “AutoML
for IBM Al (see research tutorial section 4.12.2.4)”, and
many others.

4.3 ML clusters, classification, and
regression models

Three of the most relevant tasks in “ML” are
“Clustering,” “Classification,” and “Regression”:

® “Clustering” is defined as the partitioning of a data

into subsets known as “clusters,” so that data in each
subset ideally share some characteristics. In general,
“ML Clusters models” are used to draw conclusions
from the assigned items to a “discrete group or class”
based on specific set of features, as their statistical
properties, distance from each other’s, etc. There are
two general types of “clusters,” the most commons
are: “Hierarchical” and “Partitional.”

O “Hierarchical” is a cluster tree known as a “den-
drogram” to represent data, where each group is
represented as a “node” linking to two or more
successor groups. The groups are nested and orga-
nized as a “free,” which ideally ends up as a mean-
ingful classification scheme.

O “Partitional” decomposes a dataset into a set of dis-
joint clusters. Given a dataset of “N”” points, a parti-
tioning method constructs “K (N = K)” partitions of
the data, with each partition representing a cluster.

® “Classification” has the objective of dividing the sam-
ples into “classes” and uses a training set of previously
labeled data. In general, “ML Classification models try
to draw some conclusions from the input data given
for training.” There are two ways to assign a new
value to a given class: “Crispy classification”, where
for a given input the classifier returns its label; and
“Probabilistic classification,” where for a given input
the classifier returns its probabilities to belong to each
class. The “Probabilistic classification” can be used to
generate models in two ways: “Generative models”
and “Discriminant models.” The “Generative models”
learn the joint probability distribution p(x, y); it pre-
dicts the conditional probability with the help of

“Bayes Theorem.” The “Discriminant models” learn

the conditional probability distribution “p(ylx).” There

are three general classification types: “Binary classifi-
cation,” “Multiclass classification,” and “Multilabel
classification™:

O “Binary classification” is a classification task with
two possible outcomes, for example, “True or
False,” “Male or Female.”

O “Multiclass classification” is a classification task
with more than two classes, each sample is
assigned to one and only one target label, for
example, in neurology diseases: ‘“Parkinson’s,”
“Alzheimer’s,” “multiple sclerosis,” etc.

O “Multilabel classification” is a classification task
where each sample is mapped to a set of target
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ML MODEL ML TYPE Data____| Hardware | Typical Applications

Naive Bayes ' Supervised Learning
algorithms Probability Classifier
k-nearest - Supervised Learning
neighbor S *  Classificationor

(kNN) - regression or Search

Decision Trees /\ Unsupervised or
(DT) /‘\/ />\ Supervised Learning
Classification or
regression
Support Supervised learning with
Vector associated learning
Machine Classification or
(SVM) regression
Artificial Step function Unsupervised or
Neural e Supervised Learning
Networks Vieighted Pattern classifier
(ANN) sum

FIGURE 4.2 Frequently used ML family models, part 1.

labels that represent more than one class, for
example, about “diseases,” “a person,” and ‘“‘stage”
at the same time.

Note*: “Classification” is in some way similar to
“clustering,” but it requires to know ahead of time how
“classes” are defined in the dataset.

® “Regression” has the main objective to obtain a model
that can predict new values based on the past ones.

“Regression” inferences compute the new values for a

dependent variable based on the values of one or more

measured attributes. In general, “ML Regressions mod-
els are used to predict assign items to a class.” There
are many general classification types; the more fre-
quently used are “Linear regression,” “Polynomial
regression,” “Logistic regression,” “Ridge regression,”

“Support vector regression,” and others, where:

O “Linear regression” represents the relationship
between the dependent variable and independent
variables assumed to be linear in nature.

O “Polynomial regression” represents the fit of a
nonlinear equation by taking polynomial functions
of independent variable.

O “Logistic regression” is used when the dependent
variable is binary having two categories, for exam-
ple, “true or false.” In “Logistic regression” the
independent variables can be continuous or binary.

Simple When CPU &  Real time prediction, Text
memory are classification/Spamfilters,
limited recommendation of system.

Simplein CPU power Identify similar objects,

small and memory  “kNN” search, recommendation

numberof depend of of system. Note: Fooled with

inputs data size irrelevant attributes (overcome
using weights)

Simple & CPU & “DT” useful to share the results

medium memory and how a conclusion was
according reached. Note: Tend to overfit
with datasize (overcome using ensembles

methods)

Simple & CPU & Extremely accurate - no overfit

medium memory Note: Time to be trained
prop. with increase with number of classes
datasize & greater than 2, it can be trained
classes and tuned up front.

Simple, computationa Resolve variety of problems

medium &  llyexpensive  Note: time consuming

large

O “Ridge regression” is used when there exists a
“collinearity” near-linear relationship among the
feature variables. It is important to mention that
“linear or polylineal regressions” fails when there
is high “collinearity” among the feature variables.

O “Support vector regression” is used to find a func-
tion such that all points are within a certain dis-
tance from this function; it can solve both linear
and nonlinear models.

Some common “ML Clusters, Classification and
Regression family models” are summarized in Figs. 4.2
and 4.3, the most common are: “Naive Bayes,” “K-
Nearest Neighbor,” “Decision Trees,” “Support Vector
Machine,” “Artificial Neural Networks,” “Discriminant
analysis,” “Logistic Regression Classifier,” “Ensemble
Classifiers,” and others.

4.4 Naive Bayes family models for
supervised learning

“Naive Bayes classifiers” is a family of algorithms that
inherits the following attributes: “Discriminant functions,”
“Probabilistic generative models,” “Bayesian theorem,”
“Naive assumptions of independence,” and “Equal impor-
tance of feature vectors.”
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FIGURE 4.3 Frequently used ML family models, part 2.

4.4.1 Models: Gaussian Naive Bayes,
multinomial Naive Bayes, Bernoulli Naive Bayes,
Kernel Naive Bayes

The most common family members in “Naive Bayes classi-
fiers” are: “Gaussian Naive Bayes” and the “Kernel Naive
Bayes.” They are a special type of “Supervised Learning”
because a label is needed to calculate the probability for a
specific value of a specific feature. These algorithms could
do “simultaneous multiclass predictions.” The “generative
models” are based on the assumptions of the random vari-
able mapping of each feature vector these may even be
classified as “Gaussian Naive Bayes” using normal distribu-
tion, “Multinomial Naive Bayes” used for discrete counts,
“Bernoulli Naive Bayes” used a binomial model for binary
vectors, etc. In contrast to the “Naive Bayes operator,” the
“Naive Bayes Kernel operator” can be applied on numerical
attributes, where the kernel is a weighting function used in
nonparametric estimation techniques.

The simplest Bayesian network models are a family of
simple “probabilistic classifiers” based on applying
“Bayes’ theorem” that indicates strong (naive) indepen-
dence assumptions between the features “A” and “B,” that
is, how often “A” happens given that “B” happens, indi-
cated as “p(A|,B),”” when we know how often “B” hap-
pens given that “A” happens indicated as ‘‘p(B|,A),”’ and
how likely “A” and “B” are on their own “p(A)” or
‘p(B),”’ as shown in Eq. (4.8) [9].

p (BIA) p (A)

4.8
» (B) “8)

Bayes'theorem p (A|,B) =

Simple When CPU Preprocessing step for
& pattern classification and ML
memory apps.
are Note: minimize overfitting
limited and computational costs.
large Medium On small datasets frequently
CPU is used “Naive Bayes
& Classifier”, but as the training
memory set size grows, get better
results can be obtained with
“Logistic Regression
Classifier”.
Simple CPU Where the predictionsare
& & combination of different Al
mediu memory models by an algorithm to
m according reduce “bias” and “variance”.
with
data size

“Naive Bayes classifier calculates the probabilities for every
factor assuming that the features are independent,” for
example, if we have an “event E” with “n” features }x,”’
indicated as: “E=x1,Xx2,...,X,.” We first calculate the
probability for each feature given “event E” happens as:
“p(),p(2),p(%),.....p(%)”. Then make a selection of
the feature based on the maximum probability value. In
summary, this kind of “ML” known as “Naive Bayes classi-
fiers is just a matter of counting how many times each attri-
bute cooccurs with each class.”

4.5 k-Nearest neighbor family models for
supervised learning

“k-Nearest neighbor (kNN)” is a family of algorithms that
categorize data points based on their distance to other
points in a training dataset as a way to classify data into a
“class” among its “k” nearest neighbors. They can also be
used for “regression,” where the output is the property
value for the object.

4.5.1 Family models: fine kNN, medium kNN,
coarse kNN, cosine kNN, cubic kNN, and
weighted kNN

The most commonly used members in the “k-nearest
neighbor family” are: “fine kNN,” “medium kNN,”
“coarse kNN,” “cosine kNN,” “cubic kNN,” and “weighted
kNN.” In these algorithms there are no training phases.
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The “kNN” family of classification algorithms and regres-
sion algorithms is often referred to as “memory-based
learning” or “instance-based learning” or “lazy learning.”
“kNN” belongs to the family of “supervised ML’ algo-
rithms, which means we use a “labeled identifier” in the
“target variable” dataset to predict the “class” of new
data point. A variety of distance criteria can be chosen
from: the “kNN algorithm” gives the user the flexibility
to choose distance while building the “kNN model.”
Based on:

® “FEuclidean distance” ordinary straight-line distance
between two points in Euclidean space, as shown in
Eq. 4.9)

Euclidian distance |la—bl||, =

> (@—by (49

® “Hamming distance” is a metric for measuring the edit
distance between two sequences, as shown in
Eq. (4.10)

Hamming distance or Squared Euclidian distance

lla=bl3 = (a;i=b)’

® “Manhattan distance” is the sum of the lengths of the
projections of the line segment between the points
onto the coordinate axes, as shown in Eq. (4.11)

Manhatan distance ||la—b||, = Z |a; — bl 4.11)

® “Minkowski distance” is a metric in a normed vector
space which can be considered as a generalization of
both the “Euclidean distance” and the “Manhattan
distance”.

The “k-nearest neighbor (kNN) family models” are
considered in general as “crisp classification algorithms”
with the exception of the “fuzzy KNN classification algo-
rithms” [10].

In summary “kNN assumes that similar things exist in
close proximity.” In other words, similar things are near
to each other. The steps are as follows:

® [oad the data, that is, a pair of vectors. [Xn,Yn],
where n is the number of elements, Xn is the input
vector, and Yn is the output class.
® [Initialize “k” to a chosen number of neighbors.
® For each example in the data:
O Calculate the distance between the query example
and the current example from the data;
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O Add the distance and the index of the example to
an ordered collection;

Sort the ordered collection of distances and indices
from smallest to largest by the distances;

Pick the first “k entries from the sorted collection;

Get the labels of the selected “k” entries;

If regression, return the mean of the “k” labels;

If classification, return the mode of the “k” labels.

O

O O OO

“kNN" has the following advantages: robust, intuitive, and
simple algorithms; does not take many assumptions; does
not need training steps; constantly evolves; can also be
implemented for multiclass problems; for “classification”
and “regression,” one needs only one “hyperparameter” as
the parameter whose value is set before the learning pro-
cess begins, and the rest of the parameters are aligned to it;
and it is flexible offering various methods to calculate dis-
tances. “kNN” has the following disadvantages: slow algo-
rithm because it works well with small number of input
variables but is very slow when the number of variables
increases; it is hard to choose the optimal number of neigh-
bors while classifying new data; it can be fooled by irrele-
vant attributes that obscure important attributes unless data
weights are applied; in addition it needs all values.

4.6 Decision trees family models for
supervised learning

“Decision Trees (DT)” are a family of algorithms that
split the original dataset into two or more subsets at each
algorithm step, until isolating the desired “classes.” Each
step produces a split in the dataset and each split can be
graphically represented as a node. “DT” algorithms solve
“binary or multinomial classification” problems and can
be used as: “classifiers” to obtain nominal responses
(“true” or “false”) and “‘regression” to obtain numeric
responses.

4.6.1 Family models: fine decision tree, medium
decision tree, and coarse decision tree

The most frequently used “Decision Trees” family mem-
bers are: “Fine Decision Tree,” “Medium Decision Tree,”
and “Coarse Decision Tree.” In “Decision Trees classi-
fier,” one way to display this algorithm is through condi-
tional control statements known as “learning decision
rules from features.” To split the nodes at the most impor-
tant features an “objective impurity function (OI)” must
be defined, as shown in Eq. (4.12), that maximizes the
information gain in each tree split [10].
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Decision Trees Classifier objective impurity function

Ne Nri
OI(Dp’f) :I(Dp) - ]\]I;I(Dlm) + %I(Dright)

(4.12)

where f is the feature to perform the split, D,, is the data-
set of the parent, / is the impurity measure, D, and
Doy, are the dataset for the child nodes, and N, and
Nyigne are the number of samples in the child nodes.

In “Decision Trees regression” the “impurity measure-
ment function” is defined using “weighted mean squared
error (MSE),” as shown in Eq. (4.13).

Decision Trees Regression objective impurity function

1 .
Weighted mean squared error MSE(t) = ]VZiED (y’—y})2
t 1
(4.13)

where N, is the number of training samples at node 7, D,
is the trainer subset at node 7, y' is the true target value,
and §, = 5 >";.p, (/) is the predicted target value based
on the sample mean.

“DT” is relatively quick and easy to follow; it shows a
full representation of the path taken from root to leaf.
This is especially useful if you need to share the results
with people interested in how a conclusion was reached.
The main disadvantage of “decision trees” is that they
tend to “overfit,” but there are “ensemble methods” to
counteract this [11]. The “Decision Trees (DT) family
models” are considered in general as “crisp classification
algorithms” with the exception of the “fuzzy KNN classifi-
cation algorithms™ [12].

In summary, “DT” is a decision support tool that uses a

“tree-like graph” or “model of decisions” and their possible

consequences, including chance event outcomes, resource

costs, and utility. The “DT” process is explained in the fol-

lowing steps:

® |t begins with a “Root node” that represents the entire
population or sample.

® Then split the node into two or more subnodes. If a sub-
node can be split further, it is known as a “decision
node,” if the subnode cannot be split it is called a “ter-
minal node.”

® A subsection of the entire tree is called a “branch or
subtree.”

® A node that is divided into subnodes is called the “par-
ent node” of subnodes where each subnode is the child
of a parent node.

o When a subnode is removed from a “decision node,”
the process is called “pruning.”
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4.7 Support vector machine family
members

“Support Vector Machine (SVM)” is a family of algo-
rithms for generalized “Linear Classifiers and
Regression” analysis as an extension of the “perceptron,”
that is a computer model that simulates the ability of the
human brain to recognize and discriminate.

4.7.1 Family models: linear SVM, fine Gaussian
SVM, medium Gaussian SVM, coarse Gaussian
SVM, quadratic SVM, and cubic SVM

The most commonly members used in the “SVM family”
are: “linear SVM,” “fine Gaussian SVM,” “medium
Gaussian SVM,” “coarse Gaussian SVM,” “quadratic
SVM,” and “cubic SVM.” The “SVM” is a “nonprobabilis-
tic binary linear classifier,” except for methods such as
“Platt scaling” that uses “SVM” in a “probabilistic classi-
fication.” When there are two classes “SVM classifiers”
data by finding the best “hyperplane” that separates all
data points from one class from the other class. If there
are more than two classes “SVM” creates a set of “binary
classification” subproblems with one “SVM learner” for
each one. The dimension of the “hyperplane” depends
upon the number of features. If the number of input fea-
tures is 2, then the “hyperplane” is just a line. If the num-
ber of input features is 3, then the “hyperplane” becomes
a two-dimensional plane. Besides, it difficult to imagine
when the number of features exceeds 3. In the “SVM
algorithm the objective is maximizing the margin between
the data points and the hyperplane.” The “loss function”
helping to maximize the margin is “hinge loss,” as shown
in Eq. (4.14), and for a “Linear Support Vector Machine”
as shown in Eq. (4.15) [13].

Support Vector Machine hinge loss (loss function)
L(y) =max (0,1 —t-y) for t= %1
(4.14)

where y is the raw output of the classification score not
the predicted class label.

Linear Support Vector Machine y=w-x+b (4.15)

where (w, b) are the parameters for the hyperplane and x
is the input variable (s).

In Eq. (4.14) when, “¢” and “y” have the same sign, if
“y” predicts the correct ‘° y| =1" then the “hinge loss”
L(y)=0. But when “¢’ and “y” have the different sign:
“hinge loss L(y)” increases linearly with “y,” and simi-
larly if “*[y| <1’ even if it has the same sign for the cor-
rect prediction it indicates that there is not enough
margin. “SVM” needs to be trained and tuned up front, an
investment of time is needed in the model before
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beginning to use it. Also, its speed is heavily impacted if
we are using the model with more than two classes. The
“SVM family models” are considered in general as “crisp
classification algorithms,” except for the “fuzzy SVM clas-
sification algorithms.”

The “SVM” is fast replacing “ML” using basic “ANNs" for
some applications, such as being the tool of choice for pre-
diction and pattern recognition tasks, primarily due to its
ability to generalize well on “unseen data.”

4.8 Artificial neural network family
models

“Artificial Neural Networks (ANNs)” are a family that
define individual computing elements that are connected
and by the strengths of those connections based on
“weights” calculations. The “weights” are automatically
adjusted by training the network according to a specified
learning rule until it performs the desired task correctly.
“ANNs” are based on the “perceptron,” that is a mathe-
matical model of a biological “neuron.” As explained in
Section 1.4.10 and illustrated in Fig. 1.6; in actual “neu-
rons” the “dendrite” receives electrical signals from the
“axons” of other “neurons,” in the “perceptron model”
these electrical signals are represented as numerical
values. At the “synapses” between the ‘“dendrite” and
“axons,” electrical signals are modulated in by various
amounts. This is also modeled in the “perceptron” by
multiplying each input value by a value called the
“weight.” A “neuron” fires an output signal only when
the total strength of the input signals exceeds a certain
“threshold.” We model this phenomenon in a perceptron
by calculating the “weighted sum of the inputs” to repre-
sent the total strength of the input signals, and applying a
“step function” on the sum to determine its output. As in
“biological neural networks,” this output is fed to other
“perceptrons.” They perform tasks by considering exam-
ples, generally without being programmed with task-
specific rules. “ANNs” are great at modeling nonlinear
data with a high number of input features. When used cor-
rectly, “ANNs” can solve problems that are too difficult to
address with a straightforward algorithm. However, “neu-
ral networks” are computationally expensive, it is difficult
to understand how they reach a solution and infer an algo-
rithm, and fine-tuning an “ANN” is often unpractical
because only the number of inputs can be adjusted in the
training setup and retrain.

“ANNs” models are very flexible and can be obtained
from methods, such as “nonprobabilistic” or “probabilis-
tic model.”

®  “Nonprobabilistic” is applied to “pattern recognition”
and it has been demonstrated in many studies that they
are capable of providing accurate results and reliable
identification [14].

® “Probabilistic model” is applied in “ANN’ models
such as “Probabilistic Neural Network (PNN)”, which
is a “feed forward neural network,” that is widely
used in “classification and pattern recognition” pro-
blems. In the “PNN algorithm,” the parent probability
“distribution function (PDF)” of each class is approxi-
mated by a “Parzen window” and a “nonparametric
function” [14].

Note: “Probabilistic generative” methods learn the
posterior class probabilities explicitly. As opposed to it,
“Probabilistic discriminative” methods learn the posterior
class probabilities directly.

They can be used in “Unsupervised or Supervised
learning”:

® “Unsupervised learning” is where the targets are not
specified and “ANNs” can be used for “patterns classi-
fications” with the goal of group similar units within
certain ranges.

® “Supervised learning” is where the target patterns are
given in form of binary values of the decimal num-
bers. In the learning, some input patterns are propa-
gated through the net that can have different structures
until reaching the output layer where they are com-
pared with the target pattern and an error value is
computed, for greater values the “weights” values in
each node will be adjusted in the next calculation
loop.

In “ANNSs” the next calculation loop can generally use:
“feed forward,” “backpropagation,” “recurrent,” “mem-
ory augmented,” “memory augmented,” “modular,” and
“evolutionary,” as indicated in Fig. 1.7.

4.8.1 Feed forward neural network family
models: perceptron, multilayer perceptron,
radial basis network, probabilistic neural
network, extreme learning machine

“Feed Forward Neural Network” implies a signal that can
only be fed forward, meaning the absence of recurrent or
feedback connections. In other words, the data path in the
network is only forward fac